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CHARACTERIZATION OF SMOKE PLUME EMISSIONS AND DYNAMCS

FROM PRESCRIBED AND WILDLAND FIRES USING
HIGH-RESOLUTION FIELD OBSERVATIONS AND

A COUPLED FIRE-ATMOSPHERE MODEL

ABSTRACT

by Kara M Yedinak, Ph.D.
Washington State University
December 2013

Chair: Brian Lamb

Smoke plumes associated with wildland fires arkadilt to characterize due to the non-
linear behavior of the variables involved. Plurhemistry is largely modeled using
emission factors to represent the relative trasecaga aerosol species emitted. Plume
dynamics are modeled based on assumptions of ptentieal distribution and
atmospheric dispersion. In the studies presergeel lnear and in-source measurements
of emissions from prescribed burns are used toachenize the variability of emission
factors from low-intensity fires. Emissions facavere found to be in the same range as
those from other, similar studies in the literatangl it appears that the emission factors
may be sensitive to small differences in surfagedd®mns such as fuel moisture, surface
wind speed, and the ratio of live to dead fuelse 8160 used two coupled fire atmosphere

models, which utilize the Weather Research anddasteng (WRF) model called WRF-
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Fire and WRF-Sfire, to investigate the role that@pheric stability plays in influencing
plume rise as well as developing a technique feessing plume rise and the vertical
distribution of pollutants in regional air qualityodels. Plume heights, as well as rate of
growth of the fire, were found to be sensitive tmaspheric stability while fire rate of
spread was not. The plume center-of-mass technwgsedemonstrated to work well but

has slightly low estimates compared to observations

Vil



TABLE OF CONTENTS

ACKNOWLEDGEMENTS ..ottt ettt e et e e e e e s smnnneeeeas 1]
CHARACTERIZATION OF SMOKE PLUME EMISSIONS AND DYNANMCS ........ VI
AB STRACT ..ttt ettt am et e e e e e e sttt e e e e e e bttt e e e e e s anneae e e e nnrareaeeaaans VI
TABLE OF CONTENTS ..o ittt ettt mmme e et a e e e et e e e e e s nnnseneeennnneees VI
LIST OF FIGURES ...ttt ettt e e e et e e s e e e e e e nnnees Xl
LIST OF TABLES ....cooiii ettt e e e e e st e e e e e e ensbaeaesnnsnseeeaeeeas XIV
D3 (@ AN I [ ] SRS XV
ATTRIBUTION ...ttt ettt e e e e e st e e e e e e s neeeee s annneeeeeas XVI
CHAPTERL: INTRODUCTIONAND LITERATUREREVIEW ........cooviiiiiiiiiiieeeenns 1
1.1 OVERVIEW......couiieees ettt sttt st nae e 1
1.2. GOAL AND OBJECTIVES.......coctieiriinieesesieneeesie st esiesee s esse e ssenesseseenens 2
1.3. BACKGROUND........cotiirteieiestesie ettt s s sse e sseste s sesseseenesseseenens 3
1.3.1. Modeling wildland fire production of particulates and traces gases............ 3
1.3.2. The influence of atmospheric stability on wildland fire plume dynamics......5
1.3.3. Regional scale representation of wildland fire plume dynamics................... 8
1.4, SUMMARY ...ttt ettt se st et et te st eseebe st eneeneneeneas 9
1.5. REFERENCES........cocoiiiitiieiesesie ettt sttt 10
CHAPTER2: POLLUTANT EMISSIONSFROMLOW INTENSITY PINE
FORESTPRESCRIBEDBURNS .....cootiiiiicc s eeeemme e e e e e e e eees 17
P 2 S I 7 G SRS 17



2.2. INTRODUCTION ...ttt s 18

2.3. METHODS.......ceo et sb e sr e sbe e s nne e e 20
2.3.1. Tower INStrumentatioN..........ooovieeeiiiiiiiiiii e e e e e 21
2.3.2.UNIELBANA 19 ... 22
2.3.3. UNIE 27 ettt a e e et ar e b an—— 24

2.4, ANALYSISAND RESULTS.....ooiiiiieeeee et s 25
2.4.1. Meteorological CONAITIONS .......coviiiieieeeiieieeeeeeiiiiiii e 25
2.4.2. Chemical MEasUremMeNtS. .........oooeiiiiiiiiiiiiei e e e 28

2.5. DISCUSHION ...ttt st s e sbe e sar e e nbe e s nneenneas 44
2.5.1. Comparison with Other SIUAIES..........ccooiiiiiiiiii e 47

2.6. CONCLUSIONS.. ...ttt s be e s e sne s san e e sbeesnneenneas 49

2.7. REFERENCES.........c ettt s 50

CHAPTERS: AN ANALYSIS OFSENSITIVITY TOAMBIENT ATMOSPHERIC
STABILTIY ONFIREBEHAVIOR AND SMOKEPLUME RISEUSINGWRF-

IR E e e e e e e e eaans o7
3.1 ABSTRACT ... 57
3.2. INTRODUCTION ...t 57
B.3. METHODS.......ccoe e 59

3.3. 1. WRF-Fire MOGe! SELUP ... .uuuieiiiieeeeeeiieeeeeeeeiis s seeeees s s e e e e e e e e e e eeeaennnnes 59
3.3.2. Two cases: idealized stability regimes............coovvvvveiiiiiiiiiiiieee e eeeeen. 62
3.3.3. ANAlYSISMELNOAS ..o 64
. RESULTS ... n e nes 66
AL FIreliNEROS. ... ..ot 66
A2 PIUMERISE ..ottt 68
3.5. DISCUSHION. ...t nees 70



3.6. SUMMARY AND CONCLUSIONS........cccoiiiiiieiiereeesreere e 71

3.7. REFERENCES.......... ettt e 74
CHAPTER4: DEVELOPMENTOFA PLUME RISEANALYSIS TECHNIQUE
FORLARGE WILDLAND FIRESUSINGWRF-SFIRE .......coevevereerericireesen s 81

4.1, ABSTRACT ...ttt ettt e e s et be e s e e e ne e e ne e e be e snneeeneeenns 81

4.2. INTRODUGCTION ...ttt se e ne s e s e e e nneeenes 81

4.3 METHODS........ceeee ettt sbe e s e e ne e s e e e se e snneeeneeenes 82

4.3.1. CASE SUAIES.....cceiiiiiiiieeee e e e e e e e e e e e e e e e e ns 85

QA RESULTS ettt s e e e et e st e e be e e ne e e nbe e saneeeneeenne 86

4.5, DISCUSSION.... .ottt st st e e sbe e s e e e ane e s neeesseesnneeeneeenns 90

4.6. SUMMARY AND CONCLUSIONS...... ..ot e 94

4.7. REFERENCES.........o oottt ene e 95
CHAPTERS: SUMMARY AND CONCLUSIONS. ... eeeeeeeemeeee 102

5.1 SUMMARY ...ttt sttt e e b a e n e re e are e nne e 102

5.2. CONCLUSIONS.......cceietieee ettt st b e sae e s ne e seeeaneenneeenes 102

5.2.0. Chaper 2 ... oottt ee e e e ettt a e e e e e e e e e eeeeanaee 210

5.2.2. Chapter 3 ... .ottt et e e e e et e bbb e e e e e e e eeeearaee 310

5.2.3. Chapter 4 .. ..ottt a e e e e e e eeaaaea 40
S5.3. FUTURE WORK ...ttt st 105



LIST OF FIGURES

Chapter 2

Figure 1 Counterclockwise from the top left corribg blue square denotes the region
of North Carolina, near Fort Bragg (lower left) wenultiple prescribed burn
(white outline) took place. Wire grass and longleiak litter (lower right) were
the dominant surface fuels in the two burn unitagad in this study (bright
green - middle right panel) of this study. Theaanfuels (not burned) are
shown in the upper right corner and consisted pragantly of longleaf pine........ 21

Figure 2 Burn units 18 and 19 (outlined in orarge) pictured here with the full suite
of campaign instruments shown. The WSU towerbeglied “Super Tower” and
denoted by a yellow marker in the upper right @ itinage. ..........ccccovvviiiiiinnnnnn. 23

Figure 3.Unit 27 (outlined in yellow) is shown witithe WSU tower (labeled “Super
Tower”) in the southern qUAdraNt. ..........ccccccceiee e 25

Figure 4 Vertical temperature (left) and wind spégght) profiles for burns 1 (top)
and 2 (bottom) shows an overall increase in magaitu................cccoeeeeeerviiiienene, 26

Figure 5 Wind speed and direction at the top ofcdmgopy (25.7m AGL) for burn 1
(top) and burn 2 (bottom) were roughly constantifier duration of the
prescription. The green and red bars denote #neastd stop of the prescribed
burn, while the grey dashed bar indicates the $imsbke plume impact on the
tower. The blue shaded area marks the range id eimection that resulted in
impact of the smoke plume on the tower. ... 27

Figure 6 The 5-minute averaged time series of M@dEexcess concentrations of CO,
CO,, NOx, NO, CH;, NH3, PM, 5, PAH, and BC (where applicable) are shown for
burn 1. The time series starts when the smoke gliinst encounters the tower
and the red vertical line denotes the end of tlesgribed burn.............ccccceeeeeeenenn. 30

Figure 7 The excess concentrations for burn 2 Wigfieer due to the in-source
location of the sampling tower. The vertical ragkldenotes the end of the burn...31

Figure 8 From top to bottom, excess concentratdr3O, CH,, NHs, and NQ are
plotted against C@and CO for burns 1 (blue) and 2 (red). Trenddiaed
regression equations are shown for only flaminglmastion...............ccceevvvvvviinnnnns 33

Figure 9 The time series of MCE and EFs for bume Bhown. The time series starts
at the beginning of the burn and the red vertica tenotes the end of the
prescribed burn. The gray dashed line in the MGR) (plot denotes the
threshold between flaming and smoldering combustian.................cccccvvvvvennnnns 36

Xi



Figure 10 The time series of burn 2 is shown vhtihried vertical line denoting the end
of the prescribed burn. The highest EFs of alkgasnd particulates occur after
the end of prescription except for Q... 37

Figure 11 The relationship between emission fadteFy and modified combustion
efficiency (MCE) for CO (top) and C{bottom) are shown for both burn 2 (red)
and burn 1(blue). The regressions lines and qooreting equations are only
representative of flaming combuStioN. ..., 40

Figure 12 A comparison of EF to MCE for NO (topOf(middle), and Chl (bottom)
shows very poor correlation of NO and N@uring burn 2 (red), and a slightly
stronger correlation to MCE during burn 1 (blueheTcorrelations of ClHhave
the OPPOSITE rENG. ... e e e e e 41

Figure 13 The EF of Ngicompared to MCE during burn 1 (blue) and burne@i)r
Overall, these correlations Were VEry IOW... ... ieaeeeeeeeeeeeeeeeiiiiiiiaas 42

Figure 14 The EFs of PAH (top) and RPMbottom) are shown for burn 1 (blue) and
burn 2 (red) along with regression lines and catrehs to flaming combustion.....43

Figure 15 Emission factors of CO, CO2, CH4, NOX,3\lldnd PM2.5 from this study
are compared with results from similar pine undggsimeasurements.................... 48

Chapter 3

Figure 1 A schematic of the idealized model donsshown above. The back panel
of the schematic shows an example of the waterragb@ased in the model
during the COMBUSTION PrOCESS......iii it ccceeeee e eee e e 60

Figure 3 The potential temperature(a), wind speedfid water vapor(c) profiles just
after turbulence spin up and before ignition am@ahhere. ...........cccoovvviiiiiiennnnn. 63

Figure 4 Time series of surface momentum and heet$ as well as the standard
deviation of U-direction winds show stable behaxfier 37 minutes from the
Start Of the SIMUIALION. ... cuee e e et 63

Figure 5 The solid and dashed lines denote theagedorward ROS for the neutral
(blue) case and unstable (red) case respectivlblysihaded areas denote the
standard deviation for the unstable (red dots)randral (blue lines) cases. ........... 66

Figure 6 The dashed red line denotes the averegarka for the unstable case and the
solid blue line denote the average fire area femtbutral case. The patterned
areas show the standard deviation for the uns{edd® and neutral (blue) cases....67

Xii



Figure 7 A Rate of Growth (ROG) time series is shder the unstable (red) and
neutral (blue) cases with the shaded red and bkesalenoting the standard
deviation of the two cases reSpPectiVely. .......cooouuuuviiiiiiiiiiieee s 68

Figure 8 The solid lines represent the average @lcemterline for the unstable (red)
and neutral (blue) stability cases. The shadedsargesent the standard
deviations for the unstable (red dots) and ne(irak lines) cases. The gray
dashed lines denote the top and bottom of the thlanwersion at 1.3km and 0.5
km AGL respectively. The bottom gray dashed linals® defined as the top of
L1 1= 4 = PSP PPRRRR 69

Chapter 4

Figure 1 Model domain locations for the domains (B4-D4) were centered over
southern California. The Witch Fire (WF) and Guefiire (GF) locations are
shown on the D4 inset at [eft...........oo oo 83

Figure 2 Column vertical profiles of PM are shown 1.1 (black dash), 5.0 (red), 8.0
(blue), 12.0 (green), and 16.5 (grey dots) km doimdvirom the fire. .................... 84

Figure 3 The rows of this panel, from left to riglgpresent the 6-hr averaged plume
height (1), the 6-hr standard deviation of the pumeight (2), and a single
instance 3 hours into the 6-hr time frame (3). Mdwes depict three time frames,
the first night (A), daytime (B), and the secondghti(C) during the simulation.
The fire area, at the end of each time periodhasvé as a black outline in each
plot. The domain is 62.5 X 52.5 KM. ....ccoiiiieeeeiiiieeee e eeeeee, 87

Figure 4 The panel depicts 6-hr averaged vertia#ilps (black dashed line) of
temperature (1) and wind speed (2) for first niighgt period (A), the daytime
(B), and the following nighttime (C) during the sitation. The shaded areas
represent the standard deviation of the 6-hr aecf@agtemperature (blue) and
WINA SPEEA (OFANGTE). «eeeeieeirieirunni e mmmmmmm e eeeeetttatsnaa s s e s e e eeeaeeaaeeeeeesnnnaneesesssnnnes 89

Figure 5 Example of vertical column PM concentmagwofiles that shows a double
OS> USSP 92

Figure 6 Panel A is a 6-hr averaged plume riseguaif0 g i filter on the PM data.
Panel B is the same 6-hr time period with a 10 [fditrer on the PM data............ 93

Xiii



LIST OF TABLES

Chapter 3

Table 1. Background concentrations of the meastaee gasses and particulates for
(o TU T o ¢ =T To I o 10 5 o 2 ST 29

Table 2 The average and standard deviation of M@Eemissions factors (g Kyare
separated by flaming and smoldering combustiot@hn burn 1 (top) and burn 2

(bottom). The sample size (#) of each calculatooim¢luded. ...............cooeeeeevinnnnnn. 38
Table 3 Whole-event averages and standard deviatowsrMCE and trace-gas

emission factors [g/kg dry fuel] are listed forlbdturns. ..........ccccoeevvevvvevnenenn 2.4
Chapter 4

Table 1 The eight unique median plume height meastaken using MISR retrievals
during the same time period as our simulations gstimates of the average
plume height occurring in the vicinity of the Witeind Guejito fires. ..................... 90

Xiv



DEDICATION

To my family

XV



ATTRIBUTION

The research presented in this dissertation @lection of one field study and
two modeling studies: emissions measurements freputheastern longleaf pine
understory prescribed burn (Chapter 2), sensitaitglysis of a coupled fire-atmosphere
model to changes in stability (Chapter 3), and tigreent of a center-of-mass plume
analysis tool for use with coupled fire-atmosphaels. Kara Yedinak is the primary
author for each of these manuscripts. Howeverrabelts presented in this dissertation
represent efforts and contributions from many ¢afators.

Data from chapter 2 would not have been possiltleowt the guidance of Dr.
Tara Strand (SCION) who graciously and quickly lgiatume up to speed on this study.
Her help in forming the goals and layout of thisrtkvavere instrumental in pulling this
study together. Dr. Brian Lamb (Washington Statévehsity) also gave a tremendous
amount of time and input in educating on the nuasmddield data and interpretation of
the results presented here. There was also abadyeof graduate students and
technicians from Washington State University whiogel work and expertise went into
collecting the data presented here. The fundinisfproject was provided by a Joint
Fire Science Program (JFSP) grant 09-1-04-2.

Development of chapter 3 would not have been ptessiithout the help of Dr.
Janice Coen (NCAR). Dr. Coen made it possiblerferto visit NCAR on a three month
fellowship where | received help and insight froer s well as many of the students and
scientists there. Dr. Adam Kochanski (Universitydtah) provided critical advice on
modeling techniques specific to WRF-Fire. Dr. Brlaamb (Washington State

University) was instrumental and his continued gf@nd reframing of the research

XVi



objectives as well as contributing his expertisevaluating modeled results. Dr. Steve
Edburg (Washington State University) was incredimypful in educating us on the
nuances of Large Eddy Simulation as well as ctitltaking regarding data
interpretation and manuscript editing.

Chapter 4 was developed out of conversations ittsteve Edburg and Dr.
Brian Lamb (Washington State University) to sup@artongoing project funded by a
NASA grant (11-FIRES11-0003). This work would hatve been possible without
access to WRF-Fire simulations run by Dr. Adam Kagki (University of Utah).

It becomes difficult to determine where one pelsateas end and another’s
begin, however, this entire body of work would hatre been possible without the
guidance, mentoring, and open sharing of ideas fbonBrian Lamb (Washington State

University).

XVil



CHAPTER 1: INTRODUCTION AND LITERATURE REVIEW

1.1. OVERVIEW

Smoke production from wildland fires impacts loaal regional air quality
through increases in air pollutants and reductiovisibility (Urbanski 2013). There is
ongoing work to characterize the chemical makeugkéYson et al., 2013; Akagi et al.,
2011; Urbanski 2013; Burling et al., 2011) and bal transport variables (Goodrick et
al., 2013; Jain et al., 2007; Trentmann et al. 220@eded to better characterize smoke

plumes in air quality models.

Recent characterization of the pollutant emissfom® fires has largely focused
on measurement and compilation of species-spemifission factors (Yokelson et al.
1999; Yokelson et al. 2007; Akagi et al. 2012)Juding how fuel type affects specific
emission factors from flaming combustion. Chanazétion of these emission factors
from smoldering combustion is less well understobikewise, there is little work
published on how emissions change during the cafradourn and with changes in the

modified combustion efficiency (a measure of thenbastion characteristics of the fire).

Smoke plume dynamics are largely non-linear dudeaon-linear characteristics
of the atmosphere (Potter 2012a). This non-limgarfluences both the fire behavior
and plume rise, making smoke plumes difficult todelo Potter's (2012a) definition of
fire behavior is used here: “the manner in which feacts to the influences of fuel,
weather, and topography.” For the purposes ofwigk, a plume is defined as the

wildland fire produced emissions injected into #tmosphere and plume dynamics are



defined as the plume rise, and plume dispersiorsurea. Common practice has been to
use basic environmental variables such as thafea and heat flux, as well as
knowledge of the general dispersion of the atmaspteedevelop estimates of total
plume rise (Goodrick et al., 2013). Because febdvior and atmospheric dynamics
have largely been treated as separate entitigs,iitknown about the influence their

natural coupling has on both plume rise and fireaveor.

Plume rise and fire behavior are largely evaluéitedugh the use of satellite tools
such as MISRr through model-to-receptor comparisons. Duééonature of these
evaluation techniques, the vertical distributiorphfimes is still largely unknown, often
resulting in arbitrary partitioning of the emisssointo different model layers (Pharo et
al., 1976) or use of Gaussian distributions (VSMOKEvdas 1996) and SASEM:
(Arizona Department of Environmental Quality 2003)jkewise, the resolution from
satellite observations of fire growth is extremebarse in space and time, and at times
non-existent. More detailed descriptions of firewgth can be obtained on a daily basis
through wildland firefighter ground crews. Thigdarmation is not often well correlated
in time and space and thus detailed informatioanmgigg high-resolution fire behavior is,
at best, difficult to obtain. There is much stilllie learned about the interactions between

wildland fires and the atmosphere.

1.2. GOAL AND OBJECTIVES

A better understanding of the plume dynamics fwaildland fires will require
further study of the coupled fire-atmosphere syst&mowing how these two seemingly
separate systems interact will improve our undedstay of the energy exchange between

the two systems. Likewise, wildland fire plume whgtry is not wholly detached from
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its source and a better understanding of the lr@ta/een combustion efficiency, fuels,
and meteorology is needed to better characterizeseams. The overall goal of this total
work is to better characterize smoke plume dynamnckemissions through a

combination of field measurements and modeling.

The goal of this work is focused in on three safgmareas: (1) Investigation of the
variability of emission factors from prescribed hsiin the southeastern United States
(US); (2) use of a coupled fire-atmosphere ladgyesimulation (LES) model to
investigate the sensitivity of plume rise and behavior to atmospheric stability; and (3)
development of an analysis technique for evalugtiogne rise simulated with a coupled
fire-atmosphere model for improvement of wildlaire treatment within regional air

quality models.

This dissertation is divided into five chaptefShapter 1 gives an overview of
current understanding in wildland fire emissiond aitume dynamics. Chapter 2
investigates the variability of emission factorsifongleaf pine forest based on
measurements collected on a tall tower located teeand within prescribed burn units.
Chapter 3 describes a sensitivity analysis of tiRF¥Fire coupled fire-atmosphere
model applied in LES mode for an ideal grass areJ Chapter 4 applies a plume rise
analysis tool to a large historical fire in Califica simulated with the WRF-Sfire model.
Chapter 5 pulls together the conclusions of théselitation and offers up directions for

future work.

1.3. BACKGROUND

1.3.1. Modeling wildland fire production of particulates and traces gases



The development of emission factors (EF), as atwagport wildland fire
emissions, has been a boon for air quality modelifige concept behind an EF is that
the amount of pollutant released in the combugti@tess is normalized to the amount
of fuel consumed during combustion. A carbon niedance approach (Yokelson et al.,
1999) is used along with the assumption that Hali@ mass in the dry fuel is made up
of carbon (Burling et al., 2010). Thus, by accaumfor the major pollutant carbon sinks
(mainly CO, CQ, CH,, and particulate matter), one can estimate ttad ¢arbon
contained in the original fuel to within 5% (Yoketset al., 2007). An example EF

calculation is as follows:

AX
EFy = F.(g.0r ) x100Q(gkg ™ '
X c(gchlJ€|)>< qg g )X ACc:o2 +ACCO +ACCH4 ( )

WhereF¢ is the mass fraction of carbon in the dry bion{fassumed to be 0.5)X is the
measured excess concentration of a species oégtf@nd the denominator of Equation 1
is the sum of the measured excess carbon condgent@ the main products of
combustion. The chemical composition of the smukene is also related to the
combustion dynamics of the fire of origin. In thaly 1990s, Ward and Hardy (1991)
developed a measure of the combustion dynamidsedire, termed combustion
efficiency ) which related actual heat released to the patiein¢iat released by a fire.
This was approximated through the known carbonainimg emissions for fires

(Equation 2).

C(:o2

CC02 + CCO + CHC + CPM




The accounting of the carbon species CO,,@Qrticulate matter (PM), and all
hydrocarbons (HC) was needed to calculate the ¢athlon consumed in the combustion
process. Thus, Ward and Radke (1993) proposedmes approximation, called
modified combustion efficiency (MCE), that only teged knowledge of the emissions of

CO and CQ

ACO,

MCE=f=—"""2
ACO, + ACO

3)

Ward and Radke (1993) were able to show that #g metric agreed fairly well with

the more intensive combustion efficiency calculati®&ince that time, MCE and EFs
have become used in tandem, allowing for the séparaf emissions based on the
calculated MCE threshold of 0.90 (Akagi et al., 2Dtb separate flaming and smoldering
combustion emissions. Despite having these ta@dadble to better estimate emissions,
little is still known about emissions specific tmaldering combustion (Burling et al.,
2011; Akagi et al., 2013; Bertschi et al., 2008)milarly, it has not yet been well

guantified how moisture of the combusting vegetatidluences EFs or MCE.

1.3.2. Theinfluence of atmospheric stability on wildland fire plume dynamics

Anecdotal knowledge of the atmosphere’s role itugricing wildland fire
behavior, and how this relates back to wildland &émission and plume rise, has been
passed on since fire behavior first became an tbjestientific study at the beginning of
the 20" century. However, it was not until 1941 that stifenstudy of the larger role that
the atmosphere plays in dynamically influencing tiehavior took shape. Likewise, the

energetic exchange between the upper atmosphefe@@abéhavior was limited until



World War Il, when instrumentation necessary to entllese measurements became
available (Potter 2012a). Hayes (1941) is thougluet the first fire-weather scientist to
consider how vertical profiles of temperature iefige fire. Eight years later, Crosby
(1949) hypothesized a relationship between atmagpsibility and fire behavior.
Hayes (1941) and Crosby (1949) only used surfaserghtion to study fires; a rigorous
approach using fluid dynamics was not made ungilrtiid 1950’s when Reifsnyder
(1954) showed how atmospheric stability relatetheoextent of economic damages due
to fires. He found that although there was notanst correlation between stability
measures and fire behavior, the most devastatiag éiccurred during unstable
atmospheric conditions. During the 1960s and 7®#ral data sets of vertical wind
speed and temperature profiles were collected ddmes and used to relate stability to
fire behavior (Potter 2012a). In the late 80s,Dwnald Haines developed the still used
Haines Index (Haines 1988) which relates measureper atmosphere moisture and
stability that is commonly associated with fire Beior. However, this index did not fully
answer the stability question and is thought ta&eow in its application given that the
index was created using results from only two lmcest within the United States. Nelson
(1993; 2003) and (Potter 2002) were among thetfirattempt development of theory
relating fire behavior to atmospheric stabilityllBwing these studies, Jenkins (2004)
used parcel theory to relate fire convection tocsjpmeric stability and vertical moisture
profiles. Jenkins (2004) found that the depth efd¢bnvective boundary layer (CBL) and
the presence or absence of a thermal inversion kegréactors in determining plume
height and maximum updraft velocity. Potter (2012g)othesized that the plume

vertical velocities are largely influenced by atmlosric stability and that this vertical



flow in turn influences the horizontal dispersidmtumes. Potter (2012b) further stated
that plume height is largely sensitive to the laoabf upper atmosphere stable layers.
Potter (2012b) followed by saying that current ustinding of stability’s role in plume

height determination is both important and not welllerstood.

The logical next step in quantifying the influerafeatmospheric stability, given
the large gap in observations regarding the rokatdility on plume rise and fire
behavior, was to couple together a fire behaviokr@matmosphere model. In this way,
the heat released from the fire would influenceatmeospheric dynamics, which would,
in turn, influence the fire behavioHowever, up until the late 1990’s this was not an
option. The majority of wildland-fire-behavior mdutgy techniques assumed that either
the atmosphere does not dynamically influenceitieeof it is always neutral (e.g., no
enhancement or suppression of vertical motion bbfase heating or cooling). By
coupling a fire behavior and atmosphere modelrekationships influencing these two
phenomena can move from static empirical relatignssto dynamic interactions. Clark et
al. (1996) were among the first groups to atternstsing a three-dimensional
mesoscale model and an empirical fire behavior ma@ger work by Clark et al. (2004)
and Coen (2005) further paved the way for couptiegWeather Research and
Forecasting mesoscale model (WRF) with an empifimbehavior model developed by
Rothermel (1972). The most recent detailed desoniif this new coupled model

hereafter referred to as WRF-Fire, can be fourdaan et al., (2013).

Fire behavior has long been treated as largelgtedlfrom the dynamic changes
present in the CBL outside of grossly averagedaserfvind speeds and direction.

However, the recent development of coupled fireespnere models in which surface



heating due to the fires presence, diurnal evaluticthe CBL, and thus changes to the
vertical structure of local temperature, winds, #melresultant fire growth has allowed
for testing of these traditional assumptions. ilse, pyrogenic plume dynamics
calculations were modeled as largely static evealging solely on the previous day’s
estimated fire size, and energy output, but haltitlg input available as to how the time-
variable energy release of the fire interacted wWithdiurnal trends of the upper
atmosphere. As mentioned above, plume rise iswdtref complex interactions among
variables including atmospheric stability, wind ahdire heat release rate, and ambient
temperature to name a few. Because of this contglesteady state assumptions are not

reasonable at the regional scale (Hardy et al. P00rthe local scale.

1.3.3. Regional scalerepresentation of wildland fire plume dynamics

Smoke transport models can often be broken imetpieces: an emission
source, a plume vertical profile estimate, andusng dispersion calculation (Goodrick et
al., 2013). Operational chemical transport modésn incorporate wildland fire smoke
emissions and do so in a number of ways, usingydgvag from simple box models
(Pharo et al., 1976), to complex puff (Scire et2000) and Eulerian grid models. The
pollutant vertical profile is often estimated ireie models as an injection height
calculated with a simple stack plume-rise algorittmthrough a more complex
consideration of the local stability and heat re¢ethroughout the fire. This challenge is
made more complicated with the added considerati@omplex terrain and the
subsequent accuracy of meteorological models gtaah, 2007). Evaluation of these
models is difficult and often requires the use ailtiple pollutant receptor locations and

the use of satellite imagery to infer the accumicthese results.



1.4. SUMMARY

A general understanding of the EF from wildlanddias well as corresponding
MCE has been given. Lack of a complete understanali EFs from varying fuel
moistures and from smoldering combustion has bedmed. The first study presented
in this dissertation was developed to fill the gapsur understanding of EFs as they
relate to fuel moisture and smoldering combustiarreview of our current knowledge
on how atmospheric stability influences fire beloadnd plume dynamics was outlined.
The second study in this dissertation will looloitiie relative sensitivity of plume rise to
atmospheric stability using a coupled fire-atmospheodel. The relative influence that
stability has on surface fire behavior will alsoeoglored. The need for inclusion of
wildland fire plumes in air quality models has résdi in assumptions in both the fire and
atmospheric dynamics that invite large uncertagniti¢o the modeling framework. In the
fourth chapter of this dissertation, developmerdrfinalysis method for evaluating the

performance of these assumptions will be outlined.
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CHAPTER 2: POLLUTANT EMISSIONSFROM LOW INTENSITY PINE

FOREST PRESCRIBED BURNS

2.1. ABSTRACT

Prescribed wildland fires are often used to impresesystem health and to minimize
fuels to lower the potential for catastrophic wild§. Emissions of pollutants from
prescribed fires contribute to local and regioniatiaality issues and health impacts.
Emissions of fine particulate matter (R, CO, CQ, CH,, volatile organic compounds
and nitrogen oxides (NG NO + NQ) are important pollutants associated with
emissions from wildland fires. There remain largeertainties in the actual emission
rates of these pollutants for prescribed firestigpaarly during smoldering combustion.
The emission rate of any pollutant depends onithisseon factors of the pollutant, fuel
consumption per area burned and the total areaetiuin this work, an instrumented
tower was deployed within and immediately nextresgribed burns of longleaf pine
litter and wiregrass in the Sandhill region, Na@arolina. The purpose of the tower was
to capture high time-resolution field observatiofgollutant concentrations and derived
emission factors from prescribed fires for thesgsuncluding: particulate matter, black
carbon, CQ, CO, CH, NOy, and NH. Additionally, we use modified combustion
efficiency from the moment of ignition until the@of smoldering combustion to
separate flaming from smoldering emissions. Thi&sgions factors generally agreed
well with similar work except for those of BMwhich were five times higher than
previously reported. There was measurable vaiialiétween the emission factors of

the two burns. By separately analyzing flaming ambldering combustion, as well as
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taking into account the differences in dead fueistuoe, live to dead fuel ratios, and
small differences in surface meteorology, we dgveldypothesis for the sources of this

variability.

2.2. INTRODUCTION

Wildland fires are globally the second largesttdbntors of total trace gases and
the single largest source of fine carbonaceousctestin the troposphere (Akagi et al.,
2011). The contribution by wildfires to the glolaald regional concentrations of CO,
CO,, CH, and particulate matter (PM), have generally béwmacterized based on
season and geographic location (Wiedinmyer eR@lll; Andreae and Merlet 2001).
Prescribed fire, the use of fire to manage foresburces, reduce fire risk, and restore and
maintain ecological health, contributes to thisbglloand regional accumulation of trace
gasses. Significant work has been done to chaizetiie contribution of non-methane
organic compounds (NMOC) specific to prescribeching in chaparral and oak savanna
in the Southern United States (Yokelson et al. 320ittle is known about the relative
contribution of smoldering combustion during thegaription and smoldering
combustion after the prescription ends (Burlinglet2011; Bertschi et al., 2003). In the
southeastern longleaf pine forests, prescribed &re employed on intervals of 3-10
years in order to maintain high herb diversity aeduce the occurrence of high intensity
fires (Keeley et al., 2009). In this region of theited States (US), prescribed burns made
up 22 and 65% of the total area burned in 2011284@, respectively (“NICC Wildland
Fire Annual Report” 2012).

It has become common practice to report traceagdgarticle emissions from

wildland fires in the form of emission factors (HE)rbanski 2013; Burling et al., 2011;
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Yokelson et al., 2013; Akagi et al., 2013). Caltiolas of EF are computed using a
carbon mass balance method to quantify trace-ghpamiculate emissions per unit of
dry vegetation consumed (Yokelson et al., 199@)eral studies (Burling et al., 2010;
Burling et al., 2011; Christian et al., 2003; McMewg et al., 2009; Yokelson et al.,
1997) have found a strong correlation between EFaodified combustion efficiency
(MCE) the relative combustion efficiency of the aN@dnd fire, for many species. This is
due to the relative availability of energy duritg ttombustion process and resultant
level of oxidation of the combustion cellulose byghucts. Because EF calculations link
the trace-gas emissions to the amount of dry foesemed, they are useful inputs for
modeling wildland fire emissions as only the locatof the fire, the potential type of
combustions (flaming vs. smoldering) and the amaunak type of fuel is needed to
determine emission rates. Literature on the redatifluence of fuel moisture on the
partitioning between flaming and smoldering comimushas emerged recently, shedding
some light on fuel moisture role in influencing ERdcMeeking et al. (2009) found
MCE was inversely proportional to dead fuel moistoontent. More recently, Chen et
al. (2010) discovered that the EFs of N&hd CO increased with increasing dead fuel
moisture content. Despite these initial insights the effect of fuel moisture little is still
understood about the sensitivity of these EFs &mghs in fuel moisture (both live and
dead).

Despite ever improving knowledge regarding EFsgtinéssion rate specific to
smoldering combustion (Burling et al., 2011) aslwslthe influence that small
differences in fuel moisture, surface wind speed, the live to dead fuel ratios have on

EFs is still not well characterizedhe difficulty in obtaining this information has t
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with the difficulty in estimating the rate in fuebnsumed per unit area, the total area
burning at any given moment, as well as the infb@eof wind speed on combustion
efficiency. Additionally, the spatial distributiasf live fuels can be a difficult metric to
determine and little is still known about the relatinfluencing of live fuels on
combustion efficiency. Our study addresses thd&eulty by using prescribed burn
environments to better understand how the fire gioms factors (EF), are related to the
modified combustion efficiency (MCE) of the fir&/e further enrich this information
from two research burns which shared the samecufteel type, canopy cover, and
similar surface meteorology by collecting near-seuand in-source data for particulate,

and trace gas emissions.

2.3. METHODS

The prescribed burns presented in this study oedwn February 15 2011
(units 18 and 19) and March™,22011 (unit 27) in the Nature Conservancy’s Catlgw

Forest, located in the Sandhills near SouthernsPiderth Carolina (Figure 1).
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Figure 1 Counterclockwise from the top left corner, the bdageare
denotes the region of North Carolina, near ForgBrdower
left) were multiple prescribed burn (white outlinedk place.
Wire grass and longleaf pine litter (lower righ@ne the
dominant surface fuels in the two burn units sachptethis
study (bright green - middle right panel) of thisdy. The
canopy fuels (not burned) are shown in the upgt Gorner
and consisted predominantly of longleaf pine.

The prescribed burns were conducted by the Nortbli@da Chapter of The Nature
Conservancy (TNC), who manages the land to returadk to full ecosystem health.
Surface fuel type between the burn units did noy gaeatly. Longleaf pineRinus
palustris Mill.) needles and wiregrasauistida beyrichiana Trin. & Rupr.) were the

dominant fuel types intermixed with turkey odpuércus laevis Walter).

2.3.1. Tower I nstrumentation

A 30.5 m tower, operated by Washington State Usitye(WSU), was

instrumented with trace gas analysis equipmentovaltanopy (25.6 m AGL), CfH,0
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concentrations were captured at 10 Hz with an @ah infrared gas analyzer (LI -7500,
LI-COR, Lincoln, Nebraska). Also at this level was inlet for a NO/CO analyzer
(N2O/CO-23d, Los Gatos Research, Mountain View, Calit sampling at 10 Hz, an
ammonia analyzer (G1103, Picarro, Sunnyvale, Gaiié) sampling at 3Hz, and a
CH4/CO, analyzer (G2301, Picarro, Sunnyvale, Californajppling at 10 Hz. Campbell
(CSAT3, Campbell Scientific, Logan, Utah) and ABIATI-3S, Applied Technologies
Inc., Longmont, Colorado) sonic anemometers, samg@t 10 Hz, were mounted at 4
levels on the tower (25.6, 19.7, 7.6, and 2.7 m A@ln aspirated temperature profile
was acquired from measurements taken at 8 levatg dhe tower (25.4, 19.3, 17.3, 13.3,
9.7,7.2,5.2,and 2.2 m AGL). At the base ofttheer (2.9 m AGL), NQ and NO
concentrations (42, Thermo Environmental Instrumémt. (TECO) Franklin,
Massachusetts) as well as particulate black cafBGn (Aethelometer, AE-16, Magee
Scientific, Berkeley, California) were monitoredn€& particulate matter (mean diameter
< 2.5 microns, PMs) data were collected at approximately 2 m AGL (Emvmental
Beta-Attenuation Monitor, Met One Instruments, GsdPass, Oregon). Particle bound
polycyclic aromatic hydrocarbons (PAH) concentnagi¢PAS 2000CE, EcoChem

Analytics, League City, Texas), sampled every Ifdsds, were taken 3 m AGL.

2.3.2. Unit 18 and 19

Units 18 and 19 had a combined aoé&1 ha,mainly composed of longleaf pine
with patches of turkey oak, gallberrkeX coriacea (Pursh) Chapm.) bushes, and young
loblolly pine (Pinus taeda L.). The WSU tower wasocated approximately 500 m from
the downwind edge of the burn uriiigure 2 shows the array of the instruments for the

first research burn on units 18 and T8e ignition of this burn (hereafter referred to as
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burn 1) occurred on February 16th, 2011 at 11800 and lasted for 6 hours, ending at
5:00 PM when flaming combustion ceased. Trace gagpkng continued untif:00 PM.
Pre-burn and post-burn fuel loadings of 1-hr fugkre 8294 kg/ha and 1928 kg/ha,
respectively. The average rate of spread was 0/$4nmh a maximum flame height of
1.8 m; these were determined from video analysegusarked poles at 4 m intervals in
one area of the burn. The fuel moisture contentfor fuels was 35%. Skies were clear,
the temperature ranged fronf® to 18°C, and wind speeds varied between 1 and 3 m/s

with flow from the south and southwest.

o Harold's Tower

Superslower:
Met Tower 2 Q EBAM 4 /E Sampler
L MRP- Q EBAM 2
RP- 9 :

RP- 3Q rpi>
CO8 Q 2P-1
CO=7: 0¥
? co-6 CRP-0

A

€0-4cDi£0-5 3

W (. Co- DA .
Vot i a8 QM Tower,1
Dais'ssTiower s ¥ ; EX IAaWe

{ 7
©0;201'1 Europa Technologies : |
500 m 0 2011 Google P W@ UL{[L‘

l_‘_|_|_| ' 'WSU Sodar SI!Q‘-P

Imagery Date:'6/17/2008 35:01:55.76" N 79°16'47:85" W elev .96 m Eye'alt  2.30 km

Figure 2 Burn units 18 and 19 (outlined in orange) are pedihere
with the full suite of campaign instruments showlihe WSU
tower is labeled “Super Tower” and denoted by éoyel
marker in the upper right of the image.
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2.3.3. Unit 27

Unit 27 had a total area of 91 fde WSU tower was located inside this burn
unit, 500 m from the southwest edge of the unigFeé 3). Several days prior to the
burn, TNC fire crews blackened an area surrounttiagower.The ignition of this burn
(hereafter referred to as burn 2) was on March 2201 at 11:10 AMand lasted for 4
hours ending at 3:00 PM when flaming combustiorseda Trace gas sampling
continued until midnight. Pre-burn and post-bural foadings of 1-hr fuels were 13,019
kg/ha and 1927 kg/ha, respectively. This burndadyher initial fuel loading by 1300
kg/ha as compared to burn 1. Burn 1 consumed Bg0@ while burn 2 consumed 6200
kg/ha. The average rate of spread was 0.37 m/sanitximum flame height of 1.5 m.
The fuel moisture content for 1-hr fuels was 28%eS were clear, the temperature
ranged from 10C to 19°C, and wind speeds varied from 1 to 6 m/s with ffoom the

south and southeast
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Figure 3.Unit 27 (outlined in yellow) is shown with the WS3bwer
(labeled “Super Tower”) in the southern quadrant.

2.4. ANALYSISAND RESULTS

2.4.1. Meteorological Conditions

Surface temperatures varied between ~6 arf€Clduring burn 1 and were
warmer by 4-6C during burn 2, while above canopy temperaturag senilar for both

burns (Figure 4).
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Figure 4 Vertical temperature (left) and wind speed (right)files for burns 1
(top) and 2 (bottom) shows an overall increaseagmitude.

The vertical profiles of wind speed were similar b@th burns with burn 2 exhibiting
slightly stronger afternoon gradients than burThe surface wind speeds from burn 1
were on average 0.8 — Zh0)s slower than burn 2. The average above canopy wi

speeds for both burns were comparable at rougBlyn2s(Figure 5).
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Figure 5 Wind speed and direction at the top of the can@py7m AGL) for
burn 1 (top) and burn 2 (bottom) were roughly cansfor the
duration of the prescription. The green and red bHanote the start
and stop of the prescribed burn, while the greyddsar indicates the
first smoke plume impact on the tower. The bluadgld area marks
the range in wind direction that resulted in impafcthe smoke plume
on the tower.

Burn 1 showed more variability in wind speed atrh/8 about the mean, compared to
0.25 m/s about the mean for burn 2. Burn 1 had muddability in wind direction as

well with winds generally originating out of thewtb but varying by 100 degrees. Burn
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2 had a very steady wind direction out of the s@ith80 degrees with only 25 degrees of

variability.

2.4.2. Chemical Measurements

For the purpose of identifying emissions specilfyciom the combustion
process, we were interested in the excess contiensaf a given species. The excess
concentratiom\X of a species of intereXt were defined a8 X = Xsample— Xbackground
Background concentrations were identified as th&mmim concentration at the start of
the burning process. Thus, each species measuezdth burn had its own background
concentration (Table 1). Due to the sensitivityhad presented measurements, soil
respiration was an observable phenomenon in the b@Q data and thus a diurnal
trend of this process was estimated and used tegept the background concentration of

CQO,. This trend was not observed prior to burn 2.
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Table 1. Background concentrations of the measured tracgegasd
particulates for burn 1 and burn 2.

Burn 1 Burn 2

mg m™ mg m™
(e{0) (-0.03)x + 686 688
CO 0.14 0.17
CH4 1.2 1.2
NOx 0.004 0.002
BC 0 N/A
PAH 1.1E-05 4.0E-08
NO 5.9E-06 2.4E-06

PM 25 0.001 0.001

NH3 0.005 0.002

Excess C@concentrations were found to peak at concentratioore than 10

times greater in burn 2 (Figure 7) as comparedita kb (Figure 6).
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Figure 6 The 5-minute averaged time series of MCE and exuassentrations
of CO, CQ, NOx, NO, CH,, NHz, PM, 5, PAH, and BC (where
applicable) are shown for burn 1. The time sestags when the
smoke plume first encounters the tower and thevegtical line
denotes the end of the prescribed burn.
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Figure 7 The excess concentrations for burn 2 were highertdthe in-
source location of the sampling tower. The veltied line denotes

the end of the burn.

Concentrations of CO were 8 times higher in buas Z2ompared to burn 1. N@vas
elevated during the prescribed burn for both buamd 2, but was 5 times higher in burn
2. Particulate matter appeared to peak duringéscribed burn for burn 2 but did not
exhibit the same behavior in burn 1. Excess canagons of NH were almost 500

times higher in burn 2 as compared to burn 1. &lggher concentrations in burn 2 as
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compared to burn 1 simply reflect the proximitytleé tower within the burn for burn 2
as opposed to downwind of the burn in burn 1.

The concentrations of GONOx, and CH demonstrated a higher correlation to
CO during burn 2 compared to burn 1 (Figure 8). Tketo CQ correlation during burn
2 wasR? of 0.99 and during burn 1 it was 0.51. In pdris may be due to the fact that
the tower was downwind of the burn in the firstdbband within the burn during the

second case.
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Figure 8 From top to bottom, excess concentrations of CO,, GliHi;,
and NQ are plotted against G@nd CO for burns 1 (blue)
and 2 (red). Trend lines and regression equaticmshown
for only flaming combustion.
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Similarly, NOx and CH hadR? values of 0.45 and 0.83, respectively, for buand 0.93
and 1.0, respectively, for burn 2. ConcentratiohNH; showed little to no correlation
with CO during the flaming period of either burihis lack of correlation is not
surprising given that N&lis more often an indicator of the amount of nigogn the
vegetation and in previous studies has been foucdrrelate well with smoldering
combustion (Dennis et al. 2002).

In order to relate excess concentrations to flgnaimd smoldering combustion we
employed the MCE calculation (Ward and Radke 1998¢E is the ratio of excess GO

to the sum of excess G@nd CO (as a proxy for total excess carbon) soah t

ACO,

— 1)
ACO, + ACO

whereA denotes the excess concentration of each spesiaslarly, we used the carbon
mass balance method (Yokelson et al. 1999; YokelSaiffith, and Ward 1996{o
calculate the emission factor (EF) of a species.EA is the ratio of excess mass of a

trace gas species emitted to the mass of fuel coedu EF is calculated as

AX
EF, = 05(g,g;., ) x100Qgkg ™) x 2
X (gc Jeue ) qg 9 ) ACCOZ + ACCO + Ac:CH4 + ACPM 25 ( )

wereACy is the excess concentration of carbon associathdspecies<. Carbon from
PM, s was added to this carbon mass balance approaemfare complete accounting of
total carbon emitted from the combustion procésd® estimated that 50% of the
particulate matter mass was carbon. This is lowpared to Burling et al. (2011) and
Ferek et al. (1998) who estimated a carbon mastdraof 69% and 75% respectively.

This underestimate on our part is due to the faatt Ferek and colleagues were looking
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at PM, (particulate matter that ispdn or smaller) and thus were accounting for much
larger particulate matter than was measured instidy. We acknowledge that we are
not accounting for all of the carbon containing@ee emitted during biomass burning;
however, according to Yokelson et al. (2007), eeghg other carbon containing species
only changes the EF by 5%. Herein we follow Akeigal. (2011) and consider emission
factors associated with an MCE greater than 0.8@ssociated with flaming combustion
while those associated with MCE less than 0.9G#r#uted to mainly smoldering
combustion.

Time series of EFs and MCE for burns 1(Figurer@®) 2 (Figure 10) show a
significant increase in the production of partitetaafter the prescribed burn is over.

Burn 2 shows an increase of NONH3, and CH at almost four times that of burn 1.
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Figure 10 The time series of burn 2 is shown with the redie@l line denoting
the end of the prescribed burn. The highest ERdl glasses and
particulates occur after the end of prescriptiocegt for CQ.

Event averaged emission factors were separated lwesthe 0.90 threshold in

MCE between flaming and smoldering combustion. ERe of CO, CH NHz, and
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PM, s all increased during smoldering combustion fohldmirns (Table 2). There was

greater variability in the smoldering EF for €@uring burn 1 than during burn 2.

Table 2 The average and standard deviation of MCE and @niss
factors (g kgf) are separated by flaming and smoldering
combustion for both burn 1 (top) and burn 2 (boltofe
sample size (#) of each calculation is included.

Burn1
flaming smoldering

# avg stdev | # avg stdev

MCE | 72 0.99 0.02 9 0.821 0.08
co2 |72 1690 131/ 9 817 526
co |72 56.3 40.3) 9 230 159

CH4 |71 4.3 6.4 8 53.1 131
NOx | 72 1.9 1.3 8 1.3 1.7
NO |72 0.35 0.22 9 1.68 0.00

NH3 | 72 0.39 0.35 9 2.74 491
PAH | 71 0.01 0.01 9 0.06 0.07

PM2.5| 69 25.8 56.0 8 3220 309
BC 56 1.2 2.3 7 9.5 10.4

Burn 2
flaming smoldering

# avg stdev | # avg stdev

MCE |171 0.97 0.02 24 0.71 0.25
co2 |171 1770 103 24 1185 317

cCoO |171 15.8 29.3 24 230 749

CH4 |171 3.1 2.4 24 24 16

NOx |171 0.9 1.2] 24 5.2 3.3

NO |[149 0.25 0.38 24 1.2l 0.83

NH3 |160 0.48 0.86 24 5.3 4.1
PAH [171 0.01 0.01 24 0.1 0.12

PM2.5| 96 39.5 40.6| 23 153 123

Likewise, the variability in the smoldering EFs@®, CH,, and PMare also higher

during burn 1. The greater variability in burndutd likely be due to the earlier timing
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of this burn in the growing season or the smabengle size of smoldering emissions
from burn 1. The earlier timing would result imaxture of live and dead fuel surface
biomass that would be more dominated by dead foddsirn 1 and less so in burn 2.
This hypothesis would be further substantiated dityng that EF for NQand NH are
higher for burn 2, suggesting live plant activitgieased between burns 1 and 2.

CO and CQEF both correlate well with MCE having very litBeatter in the

data (Figure 11).
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Figure 11 The relationship between emission factors (EF) and
modified combustion efficiency (MCE) for CO (top)daCQ
(bottom) are shown for both burn 2 (red) and bybiuk).
The regressions lines and corresponding equatiensrdy
representative of flaming combustion

The EF of CO shows a strong negative correlatiah MCE and the EF of C{shows a

strong positive correlation with MCE that mirrohetbehavior of CO. Cishows a low
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to very low correlation while EFs of NO and N®Ghow very little correlation with MCE

for the second burn, and low correlations to MCHErdythe first burn (Figure 12).
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Figure 12 A comparison of EF to MCE for NO (top), N@middle),
and CH (bottom) shows very poor correlation of NO and,NO
during burn 2 (red), and a slightly stronger catielh to MCE
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during burn 1 (blue). The correlations of £ihve the
opposite trend.

CH, appear to be negatively correlated overall to ftmntombustion compared to NO
and NQ which are positively correlated during both buriBsirn 1 shows very moderate
correlation between MCE and NO, and NRut poor correlation to CHThe EF of NH
shows a higher correlation with MCE during burrhart during burn 1, though both

burns show poor overall correlation (Figure 13).
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Figure 13 The EF of NH compared to MCE during burn 1 (blue) and
burn 2 (red). Overall, these correlations were Ve,

In both burns 1 and 2, the EFs of PAH and,BMvere very poorly correlated with MCE

(Figure 14).
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Figure 14 The EFs of PAH (top) and PM(bottom) are shown for burn
1 (blue) and burn 2 (red) along with regressioadiand
correlations to flaming combustion.

Black carbon was omitted from this portion of tmalgsis as instrument malfunctions

produced unreliable results during burn 2.
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2.5. DISCUSSION

Both prescribed burns presented in this study wenelucted under the same
canopy, in similar fuel type, and within the sannesgription season. The burns were
separated in time by 23 days. Both burns were wcted by the same TNC burn crew,
and thus had similar burning technique as welbtd fuel consumption. Surface wind
speeds and temperature were higher for burn 2n Bimad a 7 % higher dead fuel
moisture and was two hours longer than burn 2 dw@erteed for slower ignition of the
fuels. This need for slower ignition is furthefleeted by burn 1 having double the rate
of spread as compared to burn 2. Given only tH@mation, it would appear that burn 2
was more efficient than burn 1. However, burn 1 higthier overall average MCE for
both flaming and smoldering, as compared to budm&.occurrence of smoldering
combustion took place during burn 1, probably duthe slower ignition rate.
Smoldering combustion didn’t take place until aftex prescribed burn was at an end in
burn 2.

This is the first work of its kind to compare twear source surface burns under
the same local canopy. Thus, it provides a unigalk at the variability in EF that can be
observed when there is little to no differenceurface fuels, canopy structure, surface
meteorology, ignition pattern, and very little @ifénce in fuel moisture. We were also
generally able to separate the EFs associatedlaiting and smoldering combustion as
well as those associated with flaming and smoldetombustion during and after the
prescribed burn took place. Other than Naehel é€2@06), who looked at the evolution
of CO and PMs, we know of no other study which reports timeaeseof excess trace

gas concentrations during the full duration of @spribed burn or wildfire.
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Through further comparison of burns 1 and 2 wetlsatthe EFs of Pk were
higher during burn 1 and in general showed thetgseé&ariability throughout this study.
Another point of interest regarding BWis the lower smoldering EF during burn 2 as
compared with the lower dead fuel moisture con{2&®o for burn2 and 35% for burn 1).
Fuel moisture directly influences the amount ofrggeneeded during the combustion
process and thus influences the overall energybaléSpecifically, given the same
energy available for ignition, less energy per anga is emitted from higher moisture
fuels due to energy absorption by liquid water (et al. 2001; Sandberg et a., 2002).
This difference in energy output directly impadte bverall combustion efficiency.
Given this information one likely explanation ftvetlower PM s emissions during burn
2 (with lower overall MCE) would be that the lowefficiency burn was producing larger
particles such as Pyl which would not be obvious by just looking at centrations of
PM_s. If this hypothesis is true, it would imply thairin 1 was an overall higher
efficiency burn than burn 2. A second explanatiauld be that less particulate matter
was emitted overall. If this hypothesis were tthen this would imply that burn 2 was
the higher efficiency burn.  When we compare theegus EFs of burns 1 and 2 we see
that burn 2 had an equivalent but slightly lowesdarction of CO and a discernibly lower
production of CH and NO, than did burn 1. Decreased emission€npf@H, and NO
during burn 2 imply a more efficient burn. Thidusther substantiated by noting that
production of the oxygenated species {@@d NQ) was higher during burn 2. Thus far,
the difference in emission factors implies thattb2mwas the more efficient burn
however; this does not take into account the higheduction of NH during burn 2.

Chen et al. (2010) found that an increase in tbdymxtion of NH and NG when fuels
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were wetter, however the increase in productioNtd$ and NQ in this study
corresponds with the drier dead fuel moisture bDennis et al. (2002) found that the
EFs of nitrogen compounds are highly dependenheraimount of nitrogen in the fuel.
This leads us to two possible explanations. Tisg, fand least likely explanation for
increased nitrogen, is that there was a major dépogvent in the 23 days between the
two prescribed burns, that was roughly equivaleaeeded the nitrogen deposited at this
same site over the course of the last 2-3 yeahn& s€cond, more plausible explanation is
that active growth of the live fuels, and thus kptaf nitrogen from the soil, took place
during the 23 days between these two burns. Tigase in live fuel activity would not
be reflected in the dead fuel moisture contentdfindion. An increase of live fuels
would change the overall fuel moisture content ificgntly as they can have fuel
moisture contents upwards of 400%. Informatiorttenabundance of live fuels is
needed to further substantiate this hypothesis.ratie of live to dead surface fuels, the
variability in moisture content of dead fuels, ahfferences in surface wind speeds and
temperature may explain the majority of the vatigbwe see within and between our
two EF data sets. The calculations of MCE for burasd 2 are the only data in strong
disagreement with the hypothesis that burn 2 wa®refficient than burn 1. Itis
possible that this disagreement could also bedurtikplained through further knowledge
of live to dead ratios. This is one of the firstdies to report the average EFs known to
be solely originating from smoldering combustioaséd on time series of MCE. This
separation allows for a better understanding oseion factors from smoldering

combustion. In a much earlier laboratory study, érvlet al. (1991) used the rate of
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change in the concentration of CO to separate figrand smoldering combustion in a

time series.

2.5.1. Comparison with Other Studies
To compare emission factors from other works, gk ta whole-everdverage

for each burn (Table 3).

Table 3 Whole-event averages and standard deviations fdE sl
trace-gas emission factors [g/kg dry fuel] areelistor both

burns.
Burnl Burn 2
MCE 0.93 (x0.11) 0.96 (+0.06)
CO, 1552 (£335) 1647 (x244)
CO 93.8 (£76.7) 53.4 (£78.7)
CH,4 7.87 (x42.4) 6.89 (£9.14)
NOy 2.25 (£1.34) 1.76 (x2.18)
NO 0.54 (+1.37) 0.38 (+x0.59)
NH3 0.88 (x2.24) 1.41 (x2.41)
PAH 0.01 (x0.03) 0.02 (x0.04)
PM ;5 65.0 (£143) 74.4 (£74.9)

The emission factors of Gtldnd CO as well as MCE are compared with Urbanski 32,
who collated results from three studies that toakein the southeastern US. Urbanski
(2013) reported a range of MCE between 0.90 angl With an average overall MCE of
0.933. Both burns fit within this window, with bu® at the upper end of this range. The
emission factors of CHand CO, for these three studies, had a range7aj kg* and 49-
113 g kg, respectively. Our study found emission factdr€id, to be at the high end of

this range and slightly exceeding any previousporeed values. The emission factor of
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CO fit within the range of the previous three sésdiRecent work, which focused on
prescribed fire emissions from mature longleaf piaklolly pine turkey oak, and
sparkleberryVWaccinium arboretum Marsh.) in South Carolina (Akagi et al. 2013),ridu
lower overall emission factors of G@nd NH, but higher overall emission factors of CO
and CH. Yokelson et al. (2013) reported emission factorsCH,;, NHz, and PM s for a

pine forest understory that were about 2, 2, ahch&s lower respectively than this work

(Figure 15).
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Figure 15 Emission factors of CO, CO2, CH4, NOX, NH3, and PB2om
this study are compared with results from simil@epunderstory
measurements.

To compare our results with those looking spedifjcat residual smoldering combustion
(Burling et al. 2011) we refer back to (Table 2)ddind that we agree well for the
emission factors of COCO, and Cil However, our emission factors of hlkre 5-10
times higher. Since NHs highly dependent on the nitrogen content offtle (Dennis
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et al. 2002; Dignon and Penner 1991), this coufdan the elevated levels present in
our results.

The PM s sensor was located at ground level while all otdaebon-containing
trace gas instruments where located at the topeotanopy. Due to the difference in
location, it could be argued that the excess Pébdncentrations were abnormally high
due to gradients in concentration that might exétveen the surface and the top of the
canopy. However, even if the overall excess comagans were reduced by 50%, the
overall EF of PM s would still be 3 times higher than that reportedther studies
(Akagi et al. 2011; Yokelson et al. 2013). Thiffetence is dominantly due to the
amount of PM s produced during smoldering combustion. If smaltgcombustion was
removed from the analysis, our RVEF would match other studies well. Thus, though
the displacement of the instruments means thahpally different volumes of air are
sampled, the EF calculations of PMfrom flaming combustion, still match well with
those reported in the literature. This gives udidence that the difference in height

between the two sampling locations is not the nedsoour elevated P4 EFs.

2.6. CONCLUSIONS

We have presented a unique data set, collectectwoeatays in the winter of
2011, which allowed for comparing two low intengiyescribed burns that shared the
same fuel type, canopy, and ignition techniqueésis @lata set provides a detailed view of
the high variability of trace gases and fine paittites at and very near the source of the
fire. Our results show the strong variability presie EFs potentially due to small
differences in surface meteorology, fuel moistwetent, and the overall ratio of dead to

live fuel.
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The time resolution and sampling techniques altbfee separation of the trace
gas and patrticles results between flaming and snolgl combustion as well as the onset
of smoldering combustion. Overall, our resultseegwell with similar studies which
focus on prescribed fires in the southeastern driates and with those that look at

smoldering combustion. However, we observed olbngher emission factors of P}
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CHAPTER 3: AN ANALYSISOF SENSITIVITY TO AMBIENT ATMOSPHERIC
STABILTIY ON FIRE BEHAVIOR AND SMOKE PLUME RISE USING WRF-
FIRE

3.1. ABSTRACT

This sensitivity analysis of WRF-Fire, a fully cdeg fire-atmosphere model, applied in
large eddy simulation mode, seeks to quantify tifleeénce of resolved atmospheric flow
upon fire behavior. Specifically, the influenceashbient atmospheric stability on fire-
line rate-of-spread (ROS), a new metric of firesatermed rate-of-growth (ROG), and
smoke plume rise are investigated under neutrahstable atmospheric stability for an
ideal grass fire. The neutral stability case hémirger plume height as compared to the
unstable case, a slower ROS, and a slower ROGe whel unstable case showed a
higher, though oscillating, ROG for the same tireegal. These results are attributed to
surface heating and the resulting turbulent mixaagociated with different ambient
atmospheric stability conditions that may only pparent if one uses a two-way coupled

fire-atmosphere model.

3.2. INTRODUCTION

Prescribed fire practices have evolved over the3@s years to include
consideration of atmospheric stability for the sakdown-wind smoke management
(Hardy et al. 2001). These fires are often condiiciea narrow window of temperature
and humidity that influence fine-fuel moisture cemitin order to control fire behavior
while also taking combustion efficiency and emiadiactors into account (Bunting et al.,
1987; Kilgore and Curtis 1987; Rothermel 1983). diurnal time scales, higher

moistures typically occur from midnight to the mitbrning hours when fine dead fuels
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retain the signature of night-time relative hunydiMoisture content of both live and
dead fuels has been a long-discussed topic farfiteence of fire behavior (Jolly 2007;
Viney 1991). However, little is known about hovetimorning to mid-day atmospheric
stability (largely the transition from stable toutial to unstable) influences fire behavior.

For prescribed fires, estimates of the smoke pldymamics and resulting plume
rise, from numerical models, are largely basedpmtification of the generic
atmospheric stability class that best suits thengnof the burn, as well as generalized
assumptions of the fire heat flux and size (Breldand Ferguson 1996). In large part,
this simplified approach is due to both the addedmutational expense of further detail
as well as the lack of available detailed datarteedmore complex approaches (Goodrick
et al., 2013).

Fire behavior and smoke plume dynamics share itgitniakages between the fire
and the atmosphere which can only be investigattddtie use of a coupled fire-
atmosphere model. New model platforms have recéettpme available which
dynamically couple the fire and atmosphere syst€lek et al., 1996; Clark et al.,
2004; Coen 2005). In the mid 2000s, Coen and aglies developed a new coupled fire-
atmosphere model using the Weather Research aeddsting (WRF) mesoscale model
with an empirical fire behavior model developedRunthermel (1972). The most recent
detailed descriptions of this new coupled modeleatter referred to as WRF-Fire, can
be found in (Coen et al., (2013), and at
http://www.mmm.ucar.edu/research/wildfire/wrf/wriref.html.

Our objective is to investigate the role that ambamospheric stability plays in

influencing fire-line rate of spread (ROS), ratggodwth (ROG), and plume rise using
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WRF-Fire. This study represents the first use fofllg coupled model to investigate the
role of stability and will provide the basis forpmovements in prescribing fire behavior

and plume rise for use in larger scale air qualiodels.

3.3. METHODS

Atmospheric stability derives from the buoyant cectwe dynamics in the
atmospheric boundary layer, the layer of our atrhespdirectly influenced by turbulent
mixing from heating and cooling of the Earth’s swae. For the purposes of this study,
stability is measured in terms of the vertical tengpure profile, relative to the dry
adiabatic lapse rate and in terms of the Obuhkogtte In this work, a plume is defined
as the mass of pyrogenic pollutants released fréonest fire and plume rise refers to the
height above ground level (AGL) of the plume cemtiemass. ROS is defined as the rate
of change in position, along the dominant wind clian, of the furthest extent of the
combustion zone. Likewise, ROG is defined as tie sdchange in overall fire area per
unit time. In the following sections, the modelugetnumerical experiments, analysis

methods, and results are presented.

3.3.1. WRF-Fire model setup

The 2012 release of WRF-Fire, contained in WRF \(BIGAR 2012) was used
in large eddy simulation (LES) mode to quantify R®®G, and plume rise for an ideal
fire. LES uses spatial filtering and sub-grid scaledels to solve the Navier Stokes
equations. This approach allows for the resolutibturbulent flows, which make up the
atmospheric boundary layer. The model time stepsgaat 1/16 second to capture

turbulent dynamics. While this time step is smallemn one may expect, fires cause fast
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moving vertical flows with strong heat fluxes. Téteep temporal and spatial gradients of
flow features associated with fire require smaldeldime steps to resolve the flow.
The model domain was 228 x 80 cells in xtendy directions, respectively, with

a horizontal cell size of 35 m x 35 m (Figure 1).
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Figure 1 A schematic of the idealized model domain is shalwove. The back panel of
the schematic shows an example of the water vagbeased in the model during
the combustion process.

The fire grid was 3.5 m x 3.5 m (10 times finerrtiihe atmosphere grid) on a side and
extended the full length of the atmosphere grice Vértical extent of the simulated
domain was 3.5 km, having a hyperbolic stretchetloz grid with z_scale factor of

2.25, and a total of 50 vertical levels. The vaitieeight of the grid cell closest to the
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surface was 6.3 m. The boundary conditions wer@gier(looped) on both theandy
domain edges. Due to the use of periodic boundamgitions, any tracer that is released
in the domain during a simulation will recirculddack to its approximatex,f)-location

of emission after 13 minutes. Thus, emissions ftieeignition of a fire, such as water
vapor, will interfere with the background environmhafter this window of time passes.
Because of this interference, we limit our analysi$3 minutes from the ignition of the
fire.

The only two WRF microphysics schemes used duhegd simulations were the
Monin-Obukhov scheme, which references look-upesblased on similarity theory, and
a surface thermal diffusion scheme that only ddpem soil temperature for surface
layer thermal diffusion properties (Skamarock e28D8). Incoming solar radiation,
cloud formation, and precipitation were ignored.

We used a3 order Runge-Kutta time integration scheme. Tunhcsewas
parameterized with a 1.5 order Turbulent Kinetieiy (TKE) closure. Upper level
Rayleigh damping was turned off. The horizontal @edical diffusion coefficients were
both set at 1.0 fis*. The model was run in non-hydrostatic mode. Igptreertical and
horizontal diffusion coefficients were used. Theibontal and vertical momentum
advection orders were set t§ &nd &, respectively. The horizontal and vertical scalar
advection orders were also set toahd 3, respectively. There were 6 sound steps per
time step. The surface drag coefficient was s8t@i5 to represent tall grass. The
Smagorinsky coefficient was set to 0.18 and the THKeé&fficient was 0.10. Surface heat

flux was varied between the two stability casesiardiscussed more below.
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3.3.2. Two cases: idealized stability regimes

We focused on two atmospheric stability regimesinag and unstable, having
dimensionless Obukhov stabilityl() values of -0.03 and -0.18 respectively. The rautr
and unstable idealized scenarios were initializgdgia vertical log wind profile and
realistic vertical water vapor profile. There weay-direction winds, and the surface
pressure was set to 921 mb. The surface heat flletesmined the atmospheric stability
of the system after spin-up (Figure 2a). For thatraé stability case, the surface heat flux
was set to zero, while the unstable case had acsuffeat flux of 100 W ¥a For both
cases, a low thermal inversion was included innit&l vertical temperature profile as a
representation of morning-time CBL conditions dgrthe transition from neutral to
unstable conditions. The potential temperaturdlpsy after spin-up and just before
ignition confirm that the surface layer developeeutral and unstable conditions (Figure
2) The wind speed profiles were slower above tifasa layer for the neutral case and
thus this will need to be taken into account whearpreting results. The water vapor

profiles were virtually identical for both stabylitases and had very little vertical

variability.
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Figure 2 The potential temperature(a), wind speed(b), aatrmwapor(c)
profiles just after turbulence spin up and befgrétion are shown
here.

The WRF surface vegetation was defined to be mskedb and grassland
(FUELMAP - USGS 9) having a soil moisture of 15%aroughness height of 6 cm.
Turbulence was initiated via a combination of scefeoughness, surface heat flux, a
temporary heat bubble, and shear stress from iti@ icondition vertical profiles. The
onset of turbulence occurred at 3 minutes for lo¢hunstable and neutral cases. Both
cases were considered to have fully developed kembstructure, resembling the
structure of a daytime CBL, when the change insthedard deviation of the average

surface winds as well as the surface momentumvilere steady (Figure 3).
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Figure 3 Time series of surface momentum and heat fluxegedisas the standard
deviation of U-direction winds show stable behawfier 37 minutes from
the start of the simulation.
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For the control case, ignition of a 300 m long {fite, having an ignition radius of 12 m,
began at 42 minutes after the start of the simarlatvhen turbulence was fully
developed.

Fire-line ignition timing was varied to capture ttaage of influence of turbulent
surface winds on ROS and plume rise. For bothlgtabases, the ignition timing was
delayed by 1, 3, 5, 7, and 10 minutes resultirgreplications for each case (including
the control cases). The ignition occurred instaedarsly and was centered along yhe
axis, 1.5 km from the inlet (left most) edge of thedel domain. The fuel category for
the fire model is tall grass (Anderson categorwh a height of 0.762 m and an initial
mass loading of 0.674 kg™ The heat of combustion of completely dry taliss was
set at 17.4x10J kg and its dead-fuel moisture of extinction was 23¥e fuel-moisture

content was set at 10%.

3.3.3. Analysis Methods

Plume rise and fire-line forward ROS were calcuaising the available standard
outputs of water vapor mixing ratio and fire arespectively. For the scope of this work,
we assumed that fire-line forward ROS was the o&tehange in the furthestdirection
extent of fire area. Thus, this forward ROS vakiassumed to be ardirection rate of
lateral motion of the fire area that does not gngght into they-direction motion of the
fire line (ROS of the flanks of the fire-line). Bhassumption seems reasonable given the
dominantx-direction winds and log profile vertical wind sheAs an example of what
the shape of the surface fire looks like, an asteape for the advancing flame front
(from left to right) can be seen in the surfacdl@ye-red area) plot of fire emitted total

heat flux in Figure 1.
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WREF-Fire does not model smoke emissions resultimg biomass burning.
Thus, water vapor concentrations, higher than backgl, were used as a proxy for the
presence and location of the pyrogenic plume. Aangde of this excess water vapor can
be seen in the vertical slice (contours) of the ehadmain illustrated in Figure 1.

To track plume dynamics, we sampled the volumenegefby 274-axis cells
along the center of the domain so that only theredirectly upwind, at, and downwind
of the fire area were used. This means that wateowntravelling parallel to the fire, but
outside this central sampling region, was not usebe following calculations. The

height of the center-of-mass of the vapor pluiMgewas estimated as

Qdz
H :zi 1)
> Quz
whereg@ is the averaged perturbation of water-vapor coimagaon along the axis,
described on ar-z plane;zis the height AGL of each vertical cell centerdaia
represents the thickness of each vertical cell.

A new metric of fire area, termed Rate of GrowtlO(® was used to further

investigate fire behavior beyond the traditional&R@easure.

ROG is defined as the change in overall fire afgaper unit time At). This variable
was calculated using the fire area variable comedimg with the finer fire mesh already

calculated by WRF-Fire.
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34. RESULTS

3.4.1. Fire-lineROS
Figure 4 shows average forward ROS (solid and dblshes) and standard

deviation (pattern-filled area) for the sieutral case (blue) and six unstable case (red)

replications.
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Figure 4 The solid and dashed lines denote the average
forward ROS for the neutral (blue) case and unstéiald)
case respectively. The shaded areas denote tldastan
deviation for the unstable (red dots) and neubriaig

lines) cases.

At around 1 minute after ignition, on average thetable case has a 3.5 thtsgher
forward ROS than the neutral case. Two minutes a&ftetion, the neutral case average

remains lower by between 0.25-1.0 thexcept for one instance, 8 minutes after ignition,
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when the two ROS are the same. After 4 minutes passed, the average forward ROS
and standard deviation, for both cases, convemskdw no statistical difference
between the two cases. The difference in ROS tfitht 4 minutes may likely be due to
the difference in vertical wind profile seen in &ig 2. The unstable and neutral case both
show a slowing of the forward ROS starting appraatily four minutes after ignition.
The variability of the forward ROS for the neutcake is slightly more uniform among
the replications with standard deviation ranginteen 0.2 and 1.25 m*sind with an
average standard deviation of 0.3 T §he unstable case standard deviation has a range
of 0.25 — 6.5 m'Swith an average standard deviation of 0.5'm s

The difference in fire area between the two casaegynificantly different (Figure
5) with the unstable case growing to 1.7 timessike of the neutral case by the end of

the 12 minutes of simulation time.
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Figure5 The dashed red line denotes the average fire arahe unstable
case and the solid blue line denote the averagafea for the
neutral case. The patterned areas show the sthddaiation for
the unstable (red) and neutral (blue) cases.
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Results from ROG for the full suite of 12 simula$o(Figure 6) shows that there
is a slight decreasing trend in ROG for the newtaaks, having an initial ROG of 4G m

st and a final ROG of 30 fis™.
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Figure 6 A Rate of Growth (ROG) time series is shown for thetable (red)
and neutral (blue) cases with the shaded red arddrkas denoting
the standard deviation of the two cases respegtivel

The ROG for the unstable case was more variabk2g1i6f s* for the unstable case
versus 5-10 ms™ for the neutral case) but shows an overall consgda during the

simulation of 65 ms™.

3.4.2. Plume Rise

The plume center line (solid lines) for the neutade (blue) remained below are
or at the thermal inversion (grey dashed line)luh&é plume has traveled 400 m

downwind of the flaming front (Figure 7).
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Figure 7 The solid lines represent the average plume camter
the unstable (red) and neutral (blue) stabilityesa3 he
shaded areas represent the standard deviatiottsefor
unstable (red dots) and neutral (blue lines) ca3és gray
dashed lines denote the top and bottom of the thlerm
inversion at 1.3km and 0.5 km AGL respectively. The
bottom gray dashed line is also defined as thetdpe
CBL.

The unstable case (red) pushes through this thenwvexision at 100 m downwind of the
flaming front. Both plume rise above the inversiayer with final plume height, 13
minutes after ignition, resting at 1150 m for tleatral case and increasing to 1650 m for
the unstable case. The standard deviations (pditied areas) for both cases are

roughly equivalent.
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3.5. DISCUSSION

The average ROS for the unstable case was sigmifydaigher than that of the
neutral case for the first 4 minutes of the simatet with the largest difference in
average ROS (3.5 msoccurring one minute from the start of the sirtiofa In the
neutral case, there was no background surfacdlbgatvhile the unstable case had a
background surface heat flux of 100 We.riThe lack of background surface heating in
the neutral case would lead to less energeticoantnotion with surface flows being
dominated by background wind speeds predominaatigliel to the surface before
ignition occurred. Conversely, the unstable caseilgect to a uniform surface heating
that would amplify vertical mixing and surface tukbnt kinetic energy.

The total fire area 12 minutes after ignition floe unstable case was almost twice
the size of that for the neutral case even thouglase winds were virtually identical.
This suggests that surface heating and the assda@éfect on atmospheric stability may
be a strong forcing mechanism for fire behavionaband beyond the usual metrics of
surface wind speed and fuel characteristics. Véewdpte that the results of these
findings would likely be enhanced in an environmwith topographic relief present.
Specifically terrain features would likely magntfye vertical motion that dominates the
background surface flow before ignition of a fireer takes place.

The ROG metric, introduced in this work, yieldsigi into the overall growth of
the fire with the unstable case showing constamitr while the neutral case has a
decreasing trend in ROG. This behavior could mvehbeen teased out of solely looking
at the ROS, and thus yields new insights into trexall fire activity. The measurable

differences in ROG lend potential insights into itduence that atmospheric stability
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has on the overall growth of a fire under no vedight surface heating conditions.
Recall that in Figure 5 the change in fire area diasernibly different for the two cases.
The difference in rate, the trend of these rated,the overall variability in these rates
would not have been obvious without further lookatghe ROG. This study suggests
that atmospheric stability plays an important aléhe ROG of prescribed fires.

The 500 m lower plume rise for the neutral caseatsm be attributed to the lack
of background surface heating and thus dampedcaértiotion at the surface. The
neutral plume remained below the thermal invergthbhs km AGL) for an extra 300 m
downwind as compared to the unstable plume. Bhikely due to the lack of surface
heating in the neutral case. Though the differenayerall plume rise between the two
cases can be considered significant, the domimaaihly of plume rise for both cases
appears to be the location of the thermal inversibith denotes the top of the CBL.
More specifically, though both plumes rise above@BL, this thermal inversion layer
appears to be the dominant damping mechanism westhts in differences in plume
rise height between the two cases. Two minutes gjhition, the ROG for the neutral
burn begins to decrease. This decrease in grateh along with the lack of background

surface heating could both be factors in the lgeheme rise for the neutral case.

3.6. SUMMARY AND CONCLUSIONS

The purpose of the study was to investigate theohpf surface heating and
associated lower-level atmospheric stability im@dotlent boundary layer while at the
same time purposefully ignoring the role of moistaontent of the fuels and changes in
CBL humidity. We found that head-fire ROS waddiinfluenced and was not an

informative metric for understanding overall fireHavior. A fire area metric called rate
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of growth (ROG) was introduced that subsequentbynad significantly different
behavior that suggested the neutral stability easseenergetically decreasing with time
while the unstable case produced a constant (theaghable) growth environment. The
authors know of no data sets available for whicbhampare these findings. The neutral
stability case produced lower overall plume heigimsich settled out within the thermal
inversion layer. The unstable case pushed thrtughnversion layer and continued to
rise an additional 400 m, suggesting that the e@rthomentum for this case was high
enough to overcome complete damping during asbemigh an inversion.

Jenkins (2004) used a parcel model to determinendex adiabatic lapse rates
(neutral conditions) and deeper boundary layersacierized the largest vertical ascent.
She also found that the presence of a thermalsioeabove the boundary layer
significantly damped out vertical ascent. Our iimg$ show a larger vertical ascent with
the transition from neutral to unstable conditionthe boundary layer. Though the
presence of a thermal inversion above the bounidgey did appear to influence the final
height of both smoke plumes, the plume for theabistcase lifted above the top of the
thermal inversion layer (above 1300 m AGL).

For this analysis, the limitations in using watapuer as a tracer for smoke plumes
meant that we were limited to a distance of 1.6dawnwind of the fire for our analysis.
The neutral plume has reached its steady statédaday this distance; however, the
unstable plume is still rising and its final heighhot known. Due to the limitations of
using periodic boundary conditions, we had to ntaAkeassumption that simulating 13

minutes of an idealized fire was sufficient to deperelationships between atmospheric
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stability and the resulting fire dynamics. Givée scope and scale of this study, these
limitation seem reasonable

For future work, quantifying the role of surfaceatieg on ROS and plume
centerline is needed to either assert or refutdyipethesis that surface heating
dominantly influenced plume rise. The relative intpace of the surface heating from
the surface fire versus that of the background itimms also needs to be investigated.
Further work looking at the relative importanceloé CBL thermal inversion location is

currently underway.
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CHAPTER 4: DEVELOPMENT OF A PLUME RISE ANALYSISTECHNIQUE
FOR LARGE WILDLAND FIRESUSING WRF-SFIRE

4.1. ABSTRACT

Assumptions about the vertical distribution angdrsion of smoke from wildland fires
are large sources of uncertainty in regional aalitpymodels. These assumptions can be
avoided altogether with the use of a coupled ftreesphere model. We use WRF-Sfire,
a coupled fire-atmosphere model capable of spamingple spatial scales, and
introduce the use of an inert tracer to track pluise for the Witch and Guejito fires in
southern California during 2007. By using a cefoemass approach, we are able to
resolve the centerline of the smoke plumes reguftiom these fires. Our analysis agrees
reasonably well with MISR satellite observatiofi$is approach provides a foundation

for linking WRF-Sfire simulations to a regional guality model.

4.2. INTRODUCTION

At regional scales, smoke produced from wildlanekfcan pose risks to air
quality (Hardy et al. 2001) and climate (Cunningheamd Reeder 2009). Yet smoke
transport, particularly plume rise, remains a largeertainty in regional air quality
models. At the regional scale, smoke plumedtiagurom wildland fires, are largely
modeled with the use of Eulerian grid and puff meaéhich make assumptions or use
simple stack plume rise algorithms to assign titelrvertical distribution of pollutants
(Goodrick et al. 2013). Recently, the emergenceoapled fire-atmosphere models has
made it possible to avoid these assumptions. Tfheulty in using coupled fire-

atmosphere models is twofold in that the spatialescof interest are highly variable,
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from the meter to the 100s of kilometers scalei{&seet al., 2007), and there are
currently no coupled fire-atmosphere models whisb enodel pollutant production due
to the combustion process.

We employ the use of a coupled fire-atmosphereeancalled WRF-Sfire, in
which the Rothermel (1972) fire behavior modelosgled with the Weather Research
and Forecasting (WRF) model (NCAR 2012). Moreinfation about WRF-Sfire can
be found in (Kochanski et al., 2013). Throughtlse of a coupled fire-atmosphere
model, and the introduction of an inert tracer,ame able to avoid making assumptions
about vertical distribution of pollutants, size dreht release of the fire, as well as the
dispersion characteristics of the local atmosph&Ye. apply a vertical column center-of-
mass integration approach to determine the plunghhef an inert tracer. This
approach is evaluated for the Witch and Guejitestirvhich burned in southern
California during the autumn of 2007 and which wereviously simulated using WRF-
Sfire (Kochanski et al., 2013). Our work will cabtrte to future assessment and
improvement of wildland fire plume rise calculatsocurrently used in regional air

guality models.

4.3. METHODS

All WRF-Sfire simulations were conducted by Kochlarand colleagues (2013).
The Witch/Guejito WRF-Sfire simulation was configdrwith four nested domains,

having horizontal grid sizes of 32, 8, 2, and (Wb (kigure 1).
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Figure 1 Model domain locations for the domains 1-4 (D1-D#&re centered
over southern California. The Witch Fire (WF) andejto Fire (GF)
locations are shown on the D4 inset at left.

The vertical dimension extended up to 15.4 km aad defined by a vertically stretched

grid where the surface layer thickness was rougfllyn and the top-most vertical layer
was roughly 2000 m thick. The fire domain was tedan the finest resolution domain
and had a refinement ratio of 25, thus making tméezbntal fire-grid cell size 20 m on a
side. Outputs from the model were saved every ibQit@s. Further details of this setup
can be found in Kochanski et al. (2013)

For the Witch/Guejito WRF-Sfire simulation, twaters (dry PMs and PMy),
which were meant to generically represent primanyigulate matter (PM), were added
to the model. These tracers are inert scalarsatieaémitted at a rate proportional to the
fuel consumption rate and thus, the heat reledseofahe fire. A single tracer

generically referred to as PM, which was the suRMf s and PMo, was used for this

83



work. Concentrations of background PM were alss@nt in the simulation (to be used
for other purposes) and thus all the particulatéen@n the modeling domain does not
correspond to that which was specifically reledsech the fire. To filter out the PM
having a non-fire origin, we used a threshold calwroncentration of 20 pghbelow
which no PM concentrations would be considered.

To track plume dynamics, we sampled the verticstrithution of the PM tracer

concentrations for eaotiy location in the domain volume such as those shavigure
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Figure 2 Column vertical profiles of PM are shown for 1.1atk dash), 5.0
(red), 8.0 (blue), 12.0 (green), and 16.5 (greykin downwind
from the fire.

The height of the center-of-mass of the vapor pl@ifjevas estimated as
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H = > CAz @)

whereC is the concentration of the tracer alongzlais, described on aay plane;zis
the height AGL of each vertical cell center; axmrepresents the thickness of each

vertical cell.

4.3.1. Case Studies

Combined, the Witch and Guejito fires burned #a7making these the largest
fires in California for 2007. These fires took ggaduring a strong Santa Ana wind event
where strong and extremely dry down-slope windsjimating from the Great Basin and
Mohave desert regions, made their way to the Raoifast, warming as they descend in
altitude.

The Witch fire was first discovered on Octobel', 22007 at 12:29 pm near State
Highway 78 and Santa Ysabel. The specific oridithe fire was at Latitude 33° 04’
59.1” and Longitude -117° 41’ 38.9". The causeh#f tire was thought to be due to
arcing between power lines. Fifteen minutes befloecfire was first discovered, the
Julian (16 km east of the fire origin) Remote Autded Weather Station (RAWS)
reported a relative humidity of 16%, ambient tenap@re of 14 °C, and winds coming
from the east at 10.7 m/s and gusting to 19.2 Gilbért 2008). These conditions
reflected severe fire weather across southerndaid and thus a red flag warning.

The Guejito fire was first discovered on Octob2¥'22007 at 1:00 am in the
Guejito Creek drainage, on the south side of $tagaway 78 and 402 m west of Bandy
Canyon Rd. (33° 05’ 37.3", -116° 57’ 41.9”) in sbatn California. The cause of the fire

was thought to be due to arcing between power.lidegeather station at the Ramona
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Airport showed that at the time of first discovettye ambient temperature was 22 °C, the
relative humidity was 6%, 15.6 m/s winds were frim@a ENE and were gusting up to

19.7 m/s (Eidsmoe 2007).

4.4, RESULTS

Plume-center heights were calculated for eachapidmn with fire PM present
for each 10-minute interval of the innermost dom@&&.5 x 52.5 km), during the
simulation. These plume heights were averaged @Vertime intervals representing
nighttime (10:00pm — 4:00am) and daytime (10:00a4n08pm) conditions. These 6-hr
averages are shown in Figure 1, where the top Fogufe 2, A 1-3) represents the
nighttime hours between October2ind 22°, 2007; the middle row (Figure 2, B 1-3)
represents the daytime hours during Octob&t, 2&d the bottom row (Figure 2, C 1-3)

represents the nighttime hours between Octob¥ra2@i 25
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Figure 3 The rows of this panel, from left to right, repnetsthe 6-hr
averaged plume height (1), the 6-hr standard dewiatf the
plume height (2), and a single instance 3 hourstimt 6-hr
time frame (3). The rows depict three time franties,first
night (A), daytime (B), and the second night (Cjing the
simulation. The fire area, at the end of each {egod, is
shown as a black outline in each plot. The doms#2.6 x 52.5
km.

The left most column of Figure 2 (A-C 1) depicts tithr averaged plume height and
associated final fire area for this time periocheTiddle column of this figure (A-C 2)
shows the standard deviation in the 6-hr averagsumhe height along with the final fire
area for the time period. The right most columiigiure 2 (A-C 3) shows a single

snapshot of the plume height at 3 hours into thggnoéng of each 6-hr averaged time
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period. The 6-hr average plume height never exak8d6 m above ground level (AGL).
However, in the case of the overnight 6-hr avefag©ctober 22-23 (Figure 2, C1), the
standard deviation of the average exceeded theitndgrof the average itself in the
upper left corner of the domain. The snap shatgu(E 2, A-C 3) show the strong
variability in instantaneous plume height. At tenes is the case with Figure 2 C3,
multiple plume peaks can be seen moving througluldmeain.

The 6-hr averaged ambient vertical temperature thesfire shows elevated
surface temperatures over nighiglre 4 A1 and C1) as compared to the daytime
profiles Figure 4 B1). However, the daytime temperature profilevséd the largest
variability (blue shaded area) above the surfadee 6-hr averaged vertical wind speed
profiles Figure 4 A-C 2) show a very strong surface jet around &B0&bove the ground
with the strongest overall magnitudes as well ambdity occurring during the daytime

hours (B2).
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For comparison with satellite retrievals, we gisesent data (Herron-Thorpe and
Leung, personal communication, WSU), representin§R/plume rise calculations in
the vicinity of the Witch and Guejito fires duritige time period of our simulation (Table
1). MISR is a high -resolution visual imager cadron the Terra satellite, which has a
sun-synchronous Earth orbit. Use of stereoscagicrtiques with MISR data provides

the basis for plume rise estimates for large wildléres.

Table 1 The eight uniqgue median plume height measuresntakimg MISR
retrievals during the same time period as our atians, give
estimates of the average plume height occurrirtgarvicinity of the
Witch and Guejito fires

Median Plume

Longitude Latitude Date Time Height AGL [m]
-118.67 34.574 10/21/2007 18:39:31 540
-118.671 34.076 10/21/2007 18:39:31 455
-117.441 33.244 10/21/2007 18:39:52 943
-116.562 32.623 10/21/2007 18:39:57 684
-117.068 32.334 10/21/2007 18:40:13 691
-116.901 32.035 10/21/2007 18:40:13 367
-116.62 31.799 10/21/2007 18:40:13 829
-116.492 31.578 10/23/2007 18:27:4¢ 963

4.5. DISCUSSION

The 6-hr averaged plume heights were generallytah@0 m lower than those

reported from MISR retrievals. However, as thed#ad deviation of the 6-hr averaged
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plume height shows={gure 3 A-C 2), there was tremendous variability in thi®rage,
with the lower predictions from MISR falling withione standard deviation of the mean
simulated plume height. There is potential erssogiated with comparing these data to
the available MISR data since it is unknown whel@nwind of the fire) the median
plume height was reached.

Mapping the instantaneous plume heights (likee¢tstown irFigure 3 A-C 3)
also illustrates the non-Gaussian horizontal spodgdume. At times, this method was
able to capture multiple plume rise peaks thata¢colrespond to more than one plume
updraft core, which is known to occur in wildlane$ ( Goodrick et al. 2013).

We are making several assumptions in the usaoftathod, which are
important to review in the context of the resultsgented. WRF-Sfire was setup with a
stretched vertical grid. Thus, even if no vertidédusion was modeled, there would be
an appearance of vertical diffusion as the tragsesand distribute into larger and larger
cells. To be sure that the stretched vertical igriabt innately lowering the plume rise,
through dilution, there would need to be compargsmade with simulations having
evenly spaced vertical resolution. We are alsoingathe assumption that there is only
one peak per vertical column (Figure 5) in ourgnéion scheme. Though for the
majority of cases this may be true, there may aits@tions in which two individual

concentration peaks occur in the column of air (Fegp).
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Figure 5 Example of vertical column PM concentration prcfithat shows a
double peak

Using the presented method, these two separatesplwould appear as one plume that
is at the median between these two points. Fintds/use of a numerical filter to
remove background PM may skew or completely renhowelevel PM concentrations
originating from the fire. Likewise, the concenioa of PM was defined as proportional
to the heat release of the fire. The filterindavf concentrations may cause us to
completely miss sections of the plume which havebee diluted or emitted at a very

low rate from the fireKigure 6.
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Figure 6 Panel A is a 6-hr averaged plume rise using a 20fifilter
on the PM data. Panel B is the same 6-hr timevgevith a
10 pg nT filter on the PM data.

Differences resulting from using different filtenantities can be seen in Figure 3. Of
particular note is the overall rise in plume heitgiftoughout the domain with the lower
PM filter in place. The proportionality of PM taldland fire heat release is not a
physical representation of the behavior of PM or ether trace gas associated with the
fire. Because of these possible low quantitiesmissions, associated with low heat

release, it may be that as PM rises, through &hked grid, we are further

93



underestimating the total mass of pollutant presetite plume, and thus further
lowering our overall plume rise estimate. Furtierk, looking at how this

proportionality influences plume height, is obviyusarranted.

4.6. SUMMARY AND CONCLUSIONS

We demonstrated the use of a column center-of-agg@®ach on an inert tracer
as a means of estimating plume height for the Watath Guejito fires in southern
California, from October 21-23, 2007. We foundttbar 6-hr averages of plume rise
were low but within one standard deviation of thenpe heights estimated using MISR
data. Instantaneous measures of plume heightechgrell with MISR data, but still
trended low. Further work will need to be dondotmk at how well plume rise is
estimated as a function of downwind distance frobenfire. We also captured the non-
Gaussian horizontal distribution of the plume wififs technique.

This approach is unique in its use of a couplestdtmosphere model.
Additionally, its use does not require one to maksumptions about, injection height,
fire area, or dispersion coefficients. Nor arauagstions made as to the Gaussian
distribution of the plume.

Future work has been suggested which would makefiproach more robust,
possibly account for the low plume height estimades! lead to the use of this technique
as a tool for assessing the accuracy of wildlareddiume rise estimates in operational

smoke transport models.
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CHAPTER 5: SUMMARY AND CONCLUSIONS

5.1. SUMMARY

The focus of this dissertation was to better otteraze wildland fire emissions
and plume rise dynamics. In chapter 2 emissiotofaavere calculated for two
prescribed fires in wire grass and loblolly pinaflktter in the southeastern United
States. These emissions factors were correlatédcaiculations of modified
combustion efficiency. Comparisons were made betvike two burns as well as with
other literature. Chapter 3 outlined the use ofFAFRe, a coupled fire-atmosphere
model applied in large eddy simulation mode, taestigate the sensitivity of fire line
rate of spread and pyrogenic plume rise heightdrtmspheric stability. In Chapter 4 a
plume rise analysis technique was investigated thi¢ use of a case study from a large
southern California fire complex, to assess theia@my of this technique for application

with regional scale air quality models.

5.2. CONCLUSIONS
5.2.1. Chapter 2

A unique data set was presented for which emissieasurements from two
prescribed fires were collected in and near soufideese data allowed for the correlation
of smoke emissions factors with calculations of fied combustion efficiency. We
found that comparing two low intensity prescribenlrts that shared the same fuel type,
canopy, surface meteorology, and ignition techrscalowed us to isolate the variability

in emission factors due to moisture content offtieds, the relative live fuel contribution,
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and the influence of sampling proximity to the esroa source. Our results show the
strong variability present in EFs due mainly to Brddferences in fuel moisture content
and the overall ratio of dead to live fuel. Excease gas concentrations increased
between 2 and 500 times when the sampling plati@asin-source as compared to the
near source sampling location.

The time resolution and sampling techniques altbfee separation of the trace
gas and patrticles results between flaming and snolgl combustion as well as the onset
of smoldering combustion. Overall, our resultseagwell with similar studies which
focus on prescribed fires in the southeastern dritmtes and with those that look at
smoldering combustion. However, we observed olkigher emission factors of P}y
and a higher emission factor of BHuring smoldering from burn 2. The elevated leve
of NHs are likely attributed to the increased live fuetivdty and level of nitrogen

deposition present in that location.

5.2.2. Chapter 3

This study employed the use of WRF-Fire, a coufitedatmosphere model,
operating in large eddy simulation mode, to deteanhe sensitivity of wildland fire
plume rise and rate of spread, to changes in atneospstability. We found that head-
fire ROS was not significantly influence by atmospb stability. We also discovered
that ROS was not an informative metric for underdiiag overall fire behavior as the rate
of change of the fire area was not well represeungaayg this. A fire area metric called
rate of growth was introduced that subsequentlyvelicsignificantly different behavior
suggesting that neutral stability facilitated aergetically decreasing environment. The

unstable atmosphere produced a constant (thougbiegrgrowth environment
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suggesting an energetically stable environmeng duthors know of no data sets
available for which to compare these findings.

Plume rise was calculated using a center of mga®agph on fire-emitted water
vapor. The unstable atmosphere produced plumeshvyghished through a thick thermal
inversion layer. The neutral atmosphere produdesh@s which stayed within and never
rose above the thermal inversion layer. The dffiee in stability and presence of a
thermal inversion produced an average 500 m diffaxen plume rise between the two
stability cases.

Our analysis was limited in both the duration of¢iwe could observe the plume
and the distance downwind we could track the pluifigese limitations were due to
limitations in computing resources and the use a@ewvapor as a tracer for smoke
respectively. The neutral plume reached its stasatg position during the time frame
and distance we sampled. The unstable plume dideach a steady state height during

the duration of our study.

5.2.3. Chapter 4

This study employed simulations from WRF-Sfirecaipled fire-atmosphere
model, to develop an analysis technique for evadgailume rise of an inert tracer. The
center-of-mass approach, also used in ChapterS8used to estimate plume height for
the Witch and Quejito fires in southern Californi/e found that our 6-hr averages of
plume rise were low but within one standard dewiatf the plume heights estimated
using MISR data. Instantaneous measures of plwights agreed well with MISR data,
but still trended low. The use of a background &W¥centration filter was shown to

lower the overall estimates of plume height. Wedestrated the ability of coupled fire-
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atmosphere models to produce non-Gaussian plundethamotential of the center-of-
mass technique to assess plume rise in mesoscdssuch as those used in regional

air quality modeling.

5.3. FUTURE WORK

The center-of-mass technique, outlined in twthefdissertation chapters, will
need to be evaluated against model runs for wihietvértical grid is not stretched
(evenly spaced). It will be important to ensuratttime stretch vertical grid, present in
most all mesoscale models, will not skew the pluise results. Conversely, if the use of
a stretched grid does influence the distributiopafutants vertically, this influence
could be characterized for future applications.

Regarding the sensitivity analysis of WRF-Firebanges in stability conditions,
two surface heat fluxes were employed to maintaéndifferent stability scenarios. The
relative influence of these surface heat fluxeplome rise and fire behavior will be
important to quantify. Likewise quantifying theioaof fire heat flux to background
surface heat flux over multiple burning scenaridls autline the relative importance of
these two heat fluxes and their interaction.

The emissions factor study could be further enbdry investigating the role of
excess water vapor in relation to modified comlaunséfficiency. The observed
variability, based on perceived changes in moistorédent may be explained with the
knowledge of the emission factor of water as &ted to MCE. Additionally, the
interpretation of the results presented will beaarded with knowledge of the dispersion

of the plume (work currently in progress).
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