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ABSTRACT 

Previous studies of model performance at varying resolutions have focu sed on winter storms or isolated 
con vecti ve events. Little attention has been gi ven to the static high pressure situ ations that may lead to severe 
wildfire outbreaks. Thi s study focus es on such an event so as to evaluate the value of increased model resoluti on 
for prediction of fire danger. The results are intended to lay the groundwork for using the fifth-generati on 
Pennsyl vani a State University- Nation al Center for Atmospheri c Research Mesoscale Model (MM5) as input to 
the National Fire Danger Rating System to provide gridded predictions of fire danger indices. Predicted weather 
parameters were derived from MM5 and evaluated at three different resoluti ons (36, 12. and 4 km ). Model 
output was compared with observations during the 2000 fire season in western Montana and northern Idaho to 
help to determine the model's skill in predicting fire danger. For applica tion in fire danger rating, little significant 
improvement was found in skill with increased model resolution using standard forecast verification techniques. 
Diurnal bias of modeled temperature and relati ve humidity resulted in errors larger than the differences between 
reso lutions. Significant timing and magnitude errors at all reso lutions could jeopardi ze accurate prediction of 
fire danger. 

1. Introd uction 

The purpose of thi s study is to evaluate the effect of 
varying resolution on mesoscale meteorological model 
performance in predicting fire danger. The National Fire 
Danger Rating System (NFDRS; Deeming et al. 1977) 
is used by fire weather forecasters and fire managers 
throughout' the United States to monitor and anticipate 
the potential for dangerous wildfires. The NFDRS is 
also used to help to plan the timing and assess the po­
tential outcome of controlled, " prescribed" fires used 
for managing fuels and vegetation resources. 

Fire Consortia for Advanced Modeling of Meteorol­
ogy and Smoke (FCAMMS) are being developed around 
the country. These centers will be the focus of devel­
opment and application of mesoscale modeling efforts 
in support of land management and fire weather and 
smoke foreca sting. More information about the 
FCAMMS can be found online at http://www.fs.fed.us/ 
fcamms. As part of this effort we are planning to apply 
the mesoscale model output to NFDRS algorithms to 
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provide gridded forecasts of fire danger indices. In order 
to ensure the most accurate and efficient production of 
these forecasts we are evaluating the input parameters 
and resulting indices at varying resolution . 

Thi s paper focu ses on the first step in thi s evaluation. 
Model predictions of weather parameters that are used 
as input to the NFDRS have been verified by comparing 
model output from the fifth-generation Pennsylvania 
State University-National Center for Atmospheric Re­
search (PSU-NCAR) Mesoscale Model , version 3.6 
(MMS), simulations run at 36, 12, and 4 km to hourly 
surface observations of temperature, relative humidity, 
and wind. 

Previous studies evaluating the performance of MM5 
have focused primarily on winter-season events. Eval­
uation of summer events has been limited to short-term 
case studies , usually a day or two in scope . The current 
study considers a I-month period during the summer of 
2000 in order to capture the meteorological events as­
sociated wi th that fi re season. 

Those weather parameters most pertinent to fire dan­
ger rating include temperature, relative humidity, and 
wind speed (Cohen and Deeming 1985). Though not 
specifically used in NFDRS equations, wind direction 
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is a critical factor in fire behavior and fire spread. Wind 
direction has been evaluated along with the NFDRS 
weather parameters in order to better understand the 
usefulness of increasing model resolution for a range of 
fire weather forecasting requirements. 

Precipitation and lightning are also important to fire 
danger forecasting. During the study period there were 
too few precipitation events to provide a meaningful 
analysis of model performance in prediction of precip­
itation. Because the model does not explicitly predict 
lightning and preliminary analysis showed little corre­
lation between model forecast convective available po­
tential energy (CAPE), a measure of instability that con­
tributes to thunderstorm OCCUlTence, and resultant light­
ing occurrence, no further evaluation of model perfor­
mance in prediction of lightning was done. I 

To help to evaluate the performance of MM5 we com­
pared its output with observations from western Mon­
tana and north-central Idaho for the period from 25 July 
through 24 August 2000. This represents the most active 
period of a severe fire season in that area. 

2. Background 

Numerous studies have evaluated the performance of 
mesoscale models, and in particular the MM5. Several 
studies also have compared the performance of the MM5 
at different resolutions. 

Colle et al. (2000) looked at cool-season precipitation 
and found that while there was noticeable improvement 
from 36- to 12-km resolution, the improvement in model 
skill between 12- and 4-km resolution was limited to 
heavy rainfall events. In a related study, Colle et al. 
(1999) indicated that in some locations, such as in the 
lee of the Cascade range, the MM5 is more skillful at 
predicting precipitation at the 36-km resolution than at 
12-km resolution. 

Another MM5 study, Mass et al. (2002), covers a 
multiyear period and evaluated wind, temperature, and 
sea level pressure. This study found that while there are 
significant improvements between 36- and 12-km res­
olution, traditional verification statistics showed only 
small improvement from 12- to 4-km resolution. Using 
a more subjective analysis they showed that increased 
resolution did improve detail and structure of mesoscale 
and synoptic-scale features. Such improvements are not 
captured by objective point verification because of tim­
ing and position errors. 

Manning and Davis (1997) document a bias of the 
MM5 to predict too-cool maximum temperatures and 
too-warm minimum temperatures. This results in veri­
fication statistics with large errors near the maximum 
and minimum validation times but much smaller errors 
during the diurnal transition periods. Cox et al. (1998) 
found a negative bias for both upper-air and surface 
dewpoint depression in the MM5 (i.e., model dewpoint 
depression smaller than observed). Both of these studies 
found a positive bias in wind speed at the surface with 

a negative bias aloft (i.e .. model winds stronger than 
observed at the surface and weaker than observed aloft). 

Cairns and Corey (1998) compared wind simulations 
at 27, 9, and 3 km and found that increased resolution 
improved model simulation of mountain wave winds 
surfacing in the lee of the Sierra Nevada range near 
Reno, Nevada. in December. Colle et al. (200 I) looked 
at timing of trough passages during the cool season and 
found that the 12-km resolution reduced timing errors 
by 5 %-10% over the 36-km runs near the Washington 
coast. In a comparison of ensemble predictions over the 
Pacific Northwest, Grimit and Mass (2002) found that 
12-km ensemble mean predictions are as good as those 
at 4-km resolution and, at lead times beyond 21 h, the 
error scores are lower for the 12-km predictions. 

Two studies looked at much finer resolutions using 
the Colorado State University Regional Atmospheric 
Modeling System (RAMS) model. Both focused on pre­
dicting wind in single events. McQueen et al. (1995) 
found that a resolution of 2.5 km or less was needed to 
resolve terrain forcing and that, when properly resolved, 
the topographic forcing had a controlling influence even 
in a synoptically driven event. Salvador et al. (1999) 
compared model runs at 6, 4, 2, and 1.5 km and found 
that significant improvements in the wind field could be 
demonstrated at the finer resolutions. 

White et al. (1999) compared several models, in­
cluding the Medium-Range Forecast (MRF), Nested 
Grid Model (NGM), Eta, Meso Eta, MM5, and Utah 
Local Area Model (LAM). They found that while the 
Meso Eta led the field at 12 and 24 h, by 36 h the MRF, 
(which has the coarsest resolution of initial state, to­
pography, and dynamical processes), showed the best 
performance of all the models. They suggest that the 
value added from mesoscale information may be lost 
because of phase and amplitude errors. Like Mass et al. 
(2002), White et al. (1999) note that traditional verifi­
cation statistics based on point observations may not 
adequately measure the model's performance because a 
slight difference in timing or spacing can prod uce large 
veri fication errors. This concern is reiterated by Davis 
and Carr (2000) in summarizing a 1998 workshop on 
mesoscale model verification held at NCAR. 

Most of the studies cited above have focused on win­
ter-season events. Only two studies that included sum­
mer cases, Cox et al. (1998) and Sal vador et al. (1999), 
could be found. Neither of these studies were concerned 
with fire weather, and both focused on the events of a 
single day. 

Little can be found in the literature that would help 
to assess the usefulness of mesoscale models, including 
the MM5, during relatively static summertime condi­
tions that lead to extreme fire danger. The summer of 
2000 in the Northern Rockies was characterized by 
strong high pressure resulting in hot and dry conditions. 
Occasional dry upper-level trough passages resulted in 
high-based thunderstorms that produced sufficient light­
ning to ignite tinder dry fuels but little precipitation 
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FIG. I. A shad ed reli ef map of the sludy area. The BitlerrOOI National Forest (hatched area): locat ions of large fires 
(gray circles); cities (black ci rcles). Boundary between ID and MT (so lid white line). Shaded reli ef is from rhe C.S. 
Geological Sur vey National Elevation Dataset 1: 24 000 scale (7.5'). 

reaching the surface. While these types of weather 
events are not typically studied, there is a need to un­
derstand how mesoscale model s used in predicting fire 
weather and fire danger perform during less dramatic 
weather periods. The current study focuses on those 
weather parameters used in predicting fire danger. 

3. Study area 

The study area is roughly centered on the Bitterroot 
VaLley, which was the focus for much of the fire activity 
in the United States during the summer of 2000. The 
area extends from 45° to 48°N and from I 13° to 116°W 
(Fig. 1). 

The Bitterroot valley in western Montana extends for 
approximately 130 km to the south from the city of 
Missoula, Montana. The relatively straight basi n is ori­
ented south to north and is bounded to the east by the 
Sapphire Mountains , to the south by the Anaconda 
Range and the Salmon River Mountain s, and to the west 
by the more prominent Bitterroot Range. The Bitterroot 
Range also marks the state boundary with Idaho. The 
Bitterroot River flows to the north and drains into the 
Clark Fork River just south of Missoula. 

A re latively broad valley floor exists in the northern 
half of the va lley, roughly 30-40 km wide. To the south 
of Hamilton the valley narrows to just a few kilometers. 

West of the Bitterroot Range, in Idaho. are the rel ative ly 
uninhabited Clearwater Mountains, while to the south 
are the Salmon River Mountains. Elevations in the Bit­
terroot basin range from 975 m at the north end of the 
valley to the 3095-m Trapper Peak, the most prominent 
feature in the south valley, although several peaks on 
the western Bitterroot Range extend above 2700 m in 
elevation. 

The somewhat arid valley floor and lower foothill s 
are composed primarily of a mix of grasslands, shrub, 
and ponderosa pine, while the mid- to upper elevations 
are habitat for stands of Douglas fir, lodgepole pine, 
western larch, Engelmann spruce, subalpine fir, subal­
pine larch, and whitebark pine. Much of the mid- to 
higher-elevation land throughout the area is part of the 
650000 ha Bitterroot National Forest, almost one-half 
(47%) of which is designated wilderness area. 

4. General weather conditions 

During the summer of 2000 wildfires were active in 
the entire region of western Montana and northern Ida­
ho , as well as other areas in the interior western United 
States. Within the study area fires occurred in and near 
the Bitterroot National Forest, which includes the east­
ern Ranks of the Bitterroot Range and the western flanks 
of the Sapphire Range. Fire activity extended wes tward 
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FIG. 2. Weather and fire events from 10 lui to 4 Sep 2000. The study period is indicated by the unshaded 
region. (a) The number of lightning strikes (b lack bar) and large fire start s (gray bar) within the study area 
each day. (b) Observed max temperature (thick line), min relati ve humidity (thin line). max re lat ive humidity 
(das hed line). and precipitation (bars ) at Missoula. 

into the Clearwater Mountains and southward into the 
Salmon River region. Significant fi res also occurred 
northeast of Missoula in the Swan Range , and in the 
Cabinet Mountain and Ninemile Valley regions to the 
north west. Locations of fires over 40 ha can be seen in 
Fig. 1. 

Average precipi tat ion in the region in the year leading 
up to the event was 80 9'0-90% of normal, and o nl y about 
70% of normal in the previous 4 months. The previous 
winter's low- and midelevation snowpack was less than 
70% of average, and the early melto ut caused an early 
green-up of vegetation. Below-average spring rains con­
tributed to deve loping drou ght conditions and by mid­
Jul y the Palmer drought severi ty index showed the re­

g ion to be under severe drought conditions (USDA For­
est Service 200 I ). 

F ig ure 2 summarizes the weather events of July 
through early September 2000. Figure 2a graphs the 
number of lightning strikes along with the number of 
large fire starts in the study area each day. Large fires 
are considered to be those of at least 40 ha. The lightning 
that occurred in early September was accompanied by 
sufficient rainfall to inhibi t any new large fire starts. 
Figure 2b shows daily temperature, humid ity. and pre­
cipitation at Missoula , Montana . 

Th roug ho ut mid- and late July the upper-l evel flo w 
was dominated by a quasi-stationary SOO-hPa high over 
the four-corners area of the southwestern United States, 
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with ridging extending northward into Montana and Ida­ rangin g from 2.5 to 6.5 mm. By 7 September most fire s 
ho. Southwesterly flow into the area brought sufficient were under control , although several continued to burn 
moisture to generate thunderstorms but most were high­ into mid-September. 
based with little precipitation reaching the surface. From 
12 to IS July a series of dry ligbtning storms initiated 

S. Model description 
hundreds of fire s in central Idaho and western Montana. 

A relatively weak and isolated convective event over For this study the PSU-NCAR MMS , version 3.6, 

the southern Bitterroot Valley on 31 Jul y ignited nu ­ was employed. The MMS is a non hydrostatic mesoscale 

merous additional fire s (Fig. 2a) that would defy sup­ atmospheric model that uses the s igma-coordinate sys­

pression efforts until widespread hea vy rain came to the tem. Use of s igma coordinates means that the vertical 

area in ea rly September. levels closely approximate the terrain at lower levels 


A cutoff, upper-level low developed off the California but relax to a model " top" defined at a specific pressure 
coast between 7 and 10 Augu st. As this low opened into level of 100 hPa. 
a wave and moved over the northern Rockies the most Figure 3 shows the domain nesting used for thi s study. 
intense lightning event of the sum mer occurred , gen­ Resolutions for domains I , 2 , and 3 are 36, 12, and 4 
erating 23 add itional new large fire starts in the study km, respectively. There are generally two limiting fac­
area. A cutoff low again developed off the California tors regarding the finest spatial resolution that one can 
coast on 24 August and a negativel y tilted SOO-hPa ridge use. First, the physical equations are designed to work 
and assoc iated southwesterly fl ow set up over western at the mesoscale, which in modeling is generally ac­
Montana. At the surface the winds shi fted to southerly, cepted to be captured by a g rid spacing between 10 and 
bringing another surge of subtropical moisture into the 1000 km. At resolutions of less than 10 km, assumptions 
area. This re sulted in the final lightning event of the Llsed in various parameterizations may no longer be va l­
summer with 14 new large fires in the study area. id. A second and possibly more often cited reason is 

In early September a deep upper-level trough , which the increase in computational needs when using higher 
had extended from northwestern Canada along the west reso lution. For example, for a given area, a threefold 
coast to the cutoff low off the California coast, moved increase in model resolution (i.e., going from 12- to 4­
through the region bringing widespread precipitation, km grid spacing) requires a 27-fold increase in computer 
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TABLE 1. Surface observation sta tions within the verifica ti on domain. 

Abbreviati on Name 

ACOV Co rva lli s, MT 
ARDB Round Bulle. MT 
AS IG Saint Ignatiu s. MT 
CON D Condon, MT 
FENN Fenn , MT 
FI SH Fishhook, ID 
HOTS Hot Springs, MT 
JETT Jelle. MT 
KELL Ke ll y, ID 
KMLP Mullen Pass , JD 
KMSO Mi ssoul a. MT 
KP69 Lowe ll, JD 
KRIL Kril ey Creek , ID 
KSMN Salmon, ID 
LODG Lodgepole, ID 
PARD Pardee, MT 
PIER Pierce, JD 
PO WE Powe ll , ID 
REDR Red Rive r. ID 
SALM Salm on, lD 
SK UL Skull Gulch. ID 
STIN Stinkwater Creek 

Ele v (m) 

1096 
927 
896 

1123 
499 

14 33 
879 

1097 
834 

1837 
972 
45 1 

1585 
1233 
185,9 
1414 
940 

1079 
1402 
15 12 
1554 
1578 

Type 

Agr imel 
Agrimet 
Agrimet 
RAWS 

RAWS 

RAWS 

RAWS 

RA\VS 

RAWS 

ASOS 

ASOS 

ASOS 

RAWS 

ASOS 

RAWS 

RAWS 

RAWS 

RAWS 

RAWS 

RAWS 

RAWS 

RAWS 


Ownership 

Burea u of Reclamati on 
Burea u at' Reclamati on 
Bureau of Reclamation 
USDA Fores t Service 
USDA Forest Service 
USDA Forest Service 
Bureau of Indian Affa irs 
Bureau o f Indi an Affairs 
USD A Forest Serv ice 
Na tional Weather Serv ice 
National Weather Service 
Na ti onal Weather Service 
Bureau 01' Land Management 
National Weat her Ser vice 
USDA Fores t Service 
USDA Fores t Service 
USDA Forest Service 
USDA Fores t Serv ice 
USDA Fores t Service 
Bureau of Land Manageme nt 
USDA Fores t Service 
Burea u of Land Management 

run -time (a ninefold increase in the number of grid 
po ints as well as the req uirement of using a model time 
step that is one-third the length of the previ ous, to ensure 
numerical stability). 

The confi guration used here included 37 vertica l s ig ­
ma layers, wi th more resolution in the lo wer layers, 
which all o ws for bette r representa ti o n of important 
boundary layer processes. The lowest sigm a level is at 
a bout 40 m above ground le vel (AGL). Temperature and 
wind predictions are explic itly calculated in the bound­
ar y layer scheme at 2 and 10 m, res pectively. Relati ve 
humidity is interpolated to the first half-sigma level, or 
about 20 m above the ground surface. 

The general configuration for thi s mode ling study 
mirrors the phy sics optio ns used by the Pac ific North­
west Regional M odeling Consortium 's (PNWRMC) 
rea l-time MMS predi c tions, because these produ cts cur­
rently are used by fire wea ther forecasters, prescri bed 
fire operations, and for fire resource allocations in the 
northwestern United States (Mass et al. 2003 ). The 
physics optio ns used in the control s imulation include 

• the 	 explicit ice mi crophysics scheme of Dudhia 
(1 989), 

• the 	 Kain-Fritsch cumulus parameterization scheme 
(Kain and Fritsch 1990; 36- and 12-km nes ts only ), 
and 

• the 	MRF (Hong and Pan 1996) pl anetary boundary 
layer scheme, 

Simulations were conduc ted in a framework consis­
tent with real-time predicti o ns. More informati on about 
the University of Washington (UW) real-time mesoscale 
forecasting system can be found in CoJle et al. (2000), 
Mass et aL (2003), or online at the UW MMS Web site 
http://www.atmos.was hington.edu/mmSrt. The mode l 

was initialized every 12 h (0000 and 1200 UTC) with 
the National Centers for En vironmental Pred icti on 
(NCEP) Eta Model initiali za tions. These grids are a t 80­
km horizontal and 2S-hPa vertical re solution. Sea sur­
face temperature files were prov ided from the U.S. 
Navy. Given the season and the actual conditions in the 
region of interes t, a snow field was not used and all 
areas were initiali zed without a snow cove l', To remain 
with in the prediction frame work , the control simul ati on 
did not use any observati onal or a nalysis updat ing or 
nudging scheme . 

Since completin g this case s tud y, the PNWRMC has 
changed their real-time model initiali zati ons to use 
NCEP's Global Spec tral Model (GSM ), which appears 
to mo re accurately capture synoptic patte rn s than the 
Eta Model (c. F Mass 2000 , personal communi cati on). 

6. Observations 

Hourly surface observation data fo r all avai lable s ites 
within the stud y area were used for m odel verification. 
These included Automatic Surface Observ ing Stations 
(ASOS ), operated and maintained by the National 
Wea ther Service , Remote Automatic Weather S tations 
(RAWS ), o perated and m aintained by land management 
agencies, a nd Agricultural M e teo ro logical Sta tions 
(Agrimet ), operated and maintained by the Bureau of 
Reclamation . Table I provides a li sting of observa tion 
s ites within the study area by station type and abbre­
vi ati on code. 

Wea ther observations were quality contro lled by the 
Uni ve rsi ty of Was hing ton as part of the NorthwestNet 
project (Mass et al. 2003). A total of 22 stations were 
available for verificat ion (Fig. 4 ), but not a ll had seria ll y 
complete records. During the 31-day ve ri fication period 

http://www.atmos.washington.edu/mmSrt
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FIG. 4. Observali on stalion local ions wilhin Ihe study area . Table 
I lists station names , Iype, and ownership. State line between ID and 
MT is given by Ihe black line. 

(2S July-24 August 2000) missing observations ranged 
from 12% at hour 18 to 3% at hour 24. 

7. Results 

Objective evaluation of temperature, relative humid­
ity, wind speed, and wind direction was performed for 
all stations at 6-h model output intervals using tradi­
tional point verification statistical techniques, including 
mean absolute error (MAE), root-mean-square error 
(rmse) , and bias (mean error). Only the 0000 UTe runs 
were evaluated. Thus 24- and 48-h predictions are valid 
at 0000 UTe or 1800 local time and the 12- and 36-h 
predictions are valid at 1200 UTe or 0600 local time. 

Results ~ere computed for all stations in aggregate 
and then for each station individually. A specific case 
example was also presented for each weather parameter 
except wind speed to help to evaluate model perfor­
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FIG. 5. Bias of modeled minus observed differences in temperature 
for 36- (solid black line). 12- (solid gray line), and 4-km (dotted line) 
resolutions. 

mance at differing resolutions in critical fire weather 
situations . 

a. Temperature 

Table 2 summarizes the results for temperature when 
all stations are taken in aggregate. The 12- and 36-h 
predictions roughly approximate minimum tempera­
tures, while 24- and 48-h predictions are near the time 
of maximum temperature. 

The differences in MAE between model resolutions 
are small, generally less than I.S°e. This is within the 
acceptable error when forecasting fire danger and there­
fore cannot be considered an operationally significant 
difference. On the other hand, the overall magnitude of 
MAE, ranging from 3.1 ° to 6.7°e, is greater than would 
be considered acceptable for fire danger forecasting. 

Larger differences in MAE occur between verification 
time s teps than between resolutions, on the order of 2°_ 
3°e. This is a reRection of the diurnal temperature bias 
of the model as discussed by Manning and Davis (1997). 
Figure S clearly shows this diurnal bias. A positive or 
warm bias of 0.7°-3 .soe occurs at forecast hours 12 and 
36 (0600 local time on the first and second day). A 
negative, or cool bias of -3.6° to - 6.6°e occurs at 
forecast hours 24 and 48 (1800 local time on the first 
and second day). These results show MMS predicted 
minimum temperatures that are warmer than observed 
and maximum temperatures that are cooler than ob­
served. fn other words , the model predicted a diurnal 

TABLE 2. Differences in temperature (OC) of modeled minus observed for mean absolute e rror (M AE). root-mean-square error (rmse). and 
mean error (bias ). 

MAE Rmse Bias 
Forecast Local 

hour time 36 km 12 km 4 km 36 km 12 km 4 km 36 km 12 km 4 km 

6 h 0000 3.38 3.33 3,43 4. 11 4.03 4.29 0.13 0.20 1,47 
12 h 0600 399 4.01 4,4 3 4.76 4.80 5,40 2.05 2.1 I 3,49 
18 h l200 3. 13 3.26 3.31 3.84 4.06 4.21 -0.04 0.3l 0.87 
24 h 1800 5.14 4.62 4.02 5.7 I 5.26 4.70 - 5.03 -4 .44 - 3.59 
30 h 0000 3,46 3.18 3.13 4.21 3.89 3.69 - 1,47 -1,46 0.07 
36 h 0600 3.50 3.54 3.86 4.28 4.28 4 .61 0.74 0.97 2.3 1 
42 h 1200 3.54 3,47 3,43 4,43 4.35 4.26 -l.73 - 1.24 -0.62 
48 h 1800 6.66 6.08 5.30 7.22 6.70 598 - 6.63 -6.04 - 5.21 
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TABLE 3. The percent of time the MAE scores showed best and 
worst performance for temperature at each horizomal resolution of 
the model. 

36 km 12 km 4 km 

Best 29.0 23.3 47.7 

Worst 40.9 17.0 42.0 


range 4°_10°C smaller than observed. Because temper­
ature plays a critical role in fire ignition and spread the 
large errors in modeled diurnal patterns may greatly 
affect fire danger predictions. 

To further evaluate the performance of the model at 
different resolutions, verification statistics were com­
puted for each individual observation site. The per,cent 
of time the model performed best and worst at each 
resolution at each of the eight 6-h time steps was de­
termined based on these scores. If there were no dif­
ferences between the three resolutions one would expect 
that each resolution would come out best about 33% of 
the time. In this temperature test the 4-km resolution 
was best 48% of the time but was also worst most often 
at 42%. The 36 km was a close second for worst honors 
at 41 % of the time (Table 3). 

To illustrate the spatial di stribution of differences in 
MAE, scores were averaged over all verification time 
steps and mapped (Fig. 6). Contours were added using 
an inverse distance-weighted interpolation scheme in 
ArcView GIS software. The difference in error is gen­
erally less than 1°C for any given station between spatial 
resolutions. Therefore, only MAE at the 4-km resolution 
is shown. Stations in the Clearwater Mountains of Idaho 
generally show errors in excess of 4°C. These obser­
vation sites are located in narrow valleys surrounded by 
higher terrain , which is not well resolved by the model. 
These same stations also consistently show higher MAE 
scores at 4 km than at 36 km. Also showing large errors 
is Condon (COND). This site is in a broad valley but 
with very high mountains on both sides and two sig­
nificant drainages nearby. It is likely that the subme­
soscale' flows of these drainages are not being captured 
by the model. This is supported by the bias statistics 
for that station, which indicate a strong (5 0 -8°C) warm 
model bias for minimum temperatures. One would ex­
pect the drainage flow out of the mountains to result in 
colder minimum temperatures at this site. The smallest 
errors in the study are all at fairly high elevations, Mul­
len Pass (KMLP) at 1837 m, Skull Gulch RAWS 
(SKUL) at 1554 m, and Kriley Creek RAWS (KRIL) 
at 1585 m. 

h. Temperature example 

Figure 7 shows observed and model temperature 
trends at Missoula, Montana, for the period from 0000 
UTC 27 July (1800 local time 26 July) to 0000 UTC 
30 July (1800 local time 29 July). During this time a 
ridge of high pressure was building over the area and 

FIG. 6. Mean absolute error (MAE) in temperature by station av­
eraged over all verificat ion lime steps for 4-km domain. Contour 
interva l is l°e. 

the observed maximum temperature at Missoula rose 
from 32° to 38°C. Such a ri se in temperature can be 
critical to fire behavior because of the assoc iated drop 
in relative humidity, which results in drying of fine fu­
els. 

In this case, the model showed a very slight warming 
trend but did not capture the magnitude of the high 
temperatures, especially on day 2. The diurnal bias of 
the model is quite obvious in thi s graph. It also can be 
seen that while the 4-km resolution appears to have a 
slight edge, especially in handling maximum tempera­
tures , the differences in MAE among the three resolu­
tions are minor. 

Overall , it can be concluded that for temperature 
alone there is little to be gained from increasing MM5 
model resolution within the ranges tested. Although, as 
seen in Table 3, the 4-km domain has the best MAE 
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FI G. 7. TemperalUre on 27-30 Jul at Missoula. MT Obser ved (thick 
black line), and modeled from 36- (thin black line). 12- (thin gray 
line). and 4-km (das hed line) domains, 
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TARLE 4. Differen ces in relative humidity (o/c) of modeled minus obser ved for mean abso lute error (MAE) . root-mean-square error 
(rmse), and mean error (b ias) . 

Forecas t Local 
MAE Rmse Bias 

hour time 36 km 12 km 4 km 36 km 12 km 4 km 36 km 12 km 4 km 

6 h 0000 20. 14 18.23 16.42 23.87 21.54 19 .57 9.82 6.17 -2 .26 
12 h 0600 20.64 20.02 19.93 24.97 23.60 23. 78 8.35 1.96 - 8.37 
18 h 1200 11 .61 11.30 10.74 14.91 14.62 13.98 4.84 3.67 2.32 
24 h 1800 14.25 13.10 12.2 3 16 .74 15.37 14 .2 1 12.65 11.23 9.81 
30 h 0000 25.18 21.60 18 .35 29.70 25.68 21.68 19.99 15.55 7. 72 
36 h 0600 22.58 20.10 18.87 27.92 24.33 22.04 15.62 8.77 -0.81 
42 h 1200 14 .13 13 .25 12.53 1853 17.11 15.92 9.21 7.28 5.71 
48 h 1800 17.0 1 15.73 14 .27 19.95 18 .32 16.47 16.06 14 .64 12.77 

score for individual stations more often than the other I 

two resolutions, it is also most likely to be worst. The 
difference in scores overall is not large enough to be 
considered operationally significant. 

c. Relari ve humidifY 

Although relative humidity is a function of temper­
ature we evaluate it instead of dewpoint or specific hu­
midity predictions because NFDRS uses relative hu­
midity in its equations. Also, fire personnel routinely 
use and refer to relative humidity in operational plan­
ning, and thus evaluation of model performance in pre ­
diction of relative humidity is more meaningful for fire 
weather applications than evaluation of model perfor­
mance in prediction of dewpoint or specific humidity 
would be . The model-minus-observed error scores for 
relative humidity (RH) when all stations are taken in 
aggregate are shown in Table 4. Local time of 0600 
(forecast hours 12 and 36) is close to maximum daily 
RH, and 1800 local time (forecast hours 24 and 48) is 
close to minimum daily RH. 

Although observations were taken at 2 m AGL and 
model output of relative humidity is at the first sigma 
level, which is about 20 m AGL, it is believed that this 
difference alone would not account for the magnitude 
of errors observed. It should be noted that relative hu­
midity errors in the 10%-20% range would be consid­
ered completely unacceptable for fire weather operations 
as well as fire danger forecasting. 

The differences in error between domains are again 
smaller than the differences in error due to diurnal fluc­
tuations in the model (Fig . 8). Becau se errors in tem­

~1j :~~. ==~ -- -- - ~;:;"'-'----~
i3 10.00 I ~_--- ~-; ...----.---_~.~ ---=.,... .,; 7 

~ 5.00 ' -----:-..=....=-, ~:~. -- - - -...~ --:- - -:- ..-~ - ­
.~ 0. 00 f-----=;~~,~---.---~-:......,.......~~----, 
~ -5.00 - ...!---;·:;r--~ -- - -- ---- - -~ - -- ­
ii -10.00 .J 

;! 6hr 12hr 1Shr 2t1hr 30hr 36hr 42hr 48hr 

Forecasl hour 

FCG. 8. Bias of mode led minus observed difference in RH for 36 ­
(solid black line) , 12- (solid gray line). and 4-km (dotted line) res­
olutions. 

perature directly influence relative humidity , one might 
ex pect that too-warm minimum temperatures result in 
too-low maximum relative humidity and too-cool max­
imums correspond with too-high minimum humidity. 
Instead , the overall wet bias of the model results in 
smaller errors for maximum humidity (12 and 36 fore­
cast hour) and larger errors for minimum humidity (24 
and 48 forecast hour). 

The percent of time that the model performed best 
and worst at each resolution, determined from MAE, is 
shown in Table 5. Unlike temperature , the 4-km domain 
shows a clear advantage for producing the better MAE 
scores over one-half of the time while the 36-km is 
likely to have the worst MAE score over one-half of 
the time. 

The improved accuracy of the model output with in­
creasing resolution is not consistent, however. Many of 
th e stations in the Idaho mountains showed worse MAE 
scores as resolution increased to 4 km. On the other 
hand , many of the Montana and southeastern Idaho sta­
tions showed marked improvement. Missoula, for ex­
ample, went from an MAE of 17.7% to 9.9% between 
36- and 4-km resolutions. Skull Gulch and Kriley Creek 
RAWS both showed improved scores of more than 10% 
between the 36- and 4-km domains . This may be par­
tially explained by variations in terrain between the res­
olutions but may al so be explained by a more repre­
sentative land use classification in the 4-km domain, 
especially at the western Montana and southeastern Ida­
ho stations where several stations shift from evergreen 
needle-leaf forest to grassland, which is more realistic 
for those locations. On the other hand, many of the 
western Idaho stations which show significantly worse 
scores at 4 km are located in open grassy valleys but 
have a land use class ification of evergreen needle-l eaf 

TABLE 5. Percent of time MAE sco res showed best and wors t per­
formance for rel a ti ve humidit y a t each horizo nta l resolution of the 
model. 

36 km l2 km 4 km 

Best 26.1 17.6 56.3 

Worst 54.5 13.6 31.8 
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FIG. 9. MAE in RH by station averaged over all veri fica ti on time 
steps for 4-km domain. Contour interval is 29'c. 

forest at all reso lutions. A more complete discussion of 
the land use class ification is presented below. 

The spatial distribution of 4-km MAE scores for rel­
ative humidity, averaged over a ll time interva ls, is 
shown in Fig. 9. As with temperature the smallest errors 
appear to be associated with those stations in broad open 
valleys or exposed higher-elevation s ites . 

d. Relative humidifY example 

During the 2000 fire season, minllnum rel ative hu­
midity at Missoula ranged between 10% and 20% until 
late August when humidity bega n to ri se (Fig. 2b) . These 
low values were related to very dry fuel moistures in 
the area. M ax imum relati ve humidity can be just as 
critical 'to fire danger, however, because when humidity 
shows poor recovery (remains low overnight) fires can 
burn ac tively through the night. When humidity recov­
ery is good, approaching 90%-100%, the fire will die 
down as fine fuel moisture increases. Low maximum 
humidity also results in fuels starting out drier in the 
morning after a nig ht of poor humidity recovery, leading 
to more acti ve burning throu gho ut the day. 

Two instances of particularly poor humidity recovery 
occurred at Missoul a during the summer of 2000. Both 
coinc ided with the passage of a weak upper-level trough. 
Winds associated with these trou gh passages allowed 
mixing to continue throu gh the night so that maximum 
humidity was lower than would occur on a calm night. 
At a va lley station, such as Missoula, hum idity will 
generally approach 90%-100% at the time of minimum 
temperature in the early morning. On the mornings of 
31 July and IS Augu st, however, relati ve humidity re­
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FIG. 10. Relati ve hum idity on 31 Jul - 2 Aug (0000-0000 UTC) at 
Missoula. MT, during a weak upper-level trough passage. Observed 
(thick black line) and modeled fro m 36- (thin b lac k li ne) , 12- (gray 
line). and 4-km (dashed line) domains. 

mained below 60% even at the coolest time of day. In 
both cases, modeled humidity for a ll resolutions begins 
higher than observed and never reaches the daytime 
lows. In the first case (Fig. 10), the 4-km resoluti on 
underpredicts the first max imum whil e the 36- and 12­
km resoluti ons ove rpredict and reac h maxim um far too 
early. All resolutio ns overpred ict the day-2 maximum. 
In the second case (Fig. 11 ) the resolution of 4 km is 
again low while the J2 and 36 km are high and early. 

In ge neral, MMS tends to begin humidity recovery 
too soon, reac hing max imum as much as 6 h before the 
observed peak, and keeps humidity hig h all night. Be­
cause of its impact on fue l mo is ture in the shorter-time ­
lag fuels ( I and J0 h) , the timing of humidity recovery 
is very critical to fire danger prediction. 

e. Wind speed 

Compari son of modeled winds with point observation 
is problematic because mode l winds are spatial means 
at a specific time while observed winds are te mporally 
averaged but spatia lly explicit. Nevertheless, in order 
to gain some understanding of the usefulness of model 
winds as input to the NFDRS an attempt has been made 
to approximate point values for comparison. M odeled 
surface winds, interpola ted to 10 m AGL, are compared 
with observations with anemometer heights of 10m at 
ASOS stations , 6 m at RAWS sites, and about 2 m at 
Agrimet sites. Observed winds for the RAWS and Agri­

oo ~---------------------------------------; 

12 16 20 24 28 32 36 40 44 48 

Forecast Hour 

FIG . II. Rel ative humi dity during a weak upper- leve l trough pas­
saoe on 15- 17 Au o at Missoula, MT. Observed ( lhick black line) and 
m~de l ed fro m 36- (th in black line). 12- (gray line). and 4-km (dashed 
line) domains. 
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FIG. 13. MAE for wind speed by station ave raged over all verifica tio n 
time steps for 4-km domain. Contour interval is 0.2 m s-'. 

about 26). An upper-level trough moved through the 
area during this period with winds at the SOO-hPa level 
of IS-20 m s - I. A surface low was centered just east 
of the area with a fairly strong pressure gradient over 
western Montana and northern Idaho. 

While the model captures the trend of increasing 
winds, it is unable to re solve the peak magnitudes of 
the wind at any resolution . The 4-km domain performs 
s lightly better in sustaining the wind through the period 
but underpredicted the peak by 4-8 m s - I for several 
hours. This magnitude of error is quite significant for 
fire fighting operations. 

g. Wind direction 

Veri6cation of wind direction is somewhat less 
straightforward than for other parameters. It is necessary 
to eliminate all observations of less than 1 m s -I wind 
speed because mechanical anemometers, such as those 
available for this study, have stall speeds of about 1 
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FIG. 14. Surface wi nds on 4-5 Aug 2000 at Missoula. MT. Ob­
served (thick black line) and modeled from 36- (thin black line) , 12­
(g ray line ). and 4-km (dashed line) domains. 

m s - 1 Depending on the time of day, this re sulted in 
a significant reduction of available observations. In 
many cases there were not enough observations to make 
a meaningful sample for an individual station after light 
wind observations were deleted. 

Statistics for modeled minus observed wind direction 
are shown in Table 8. The 4-km resolution shows con­
sistently lower scores for MAE and rmse than the 12­
or 36-km domains, although the 12-km resolution does 
slightly better at 48 h. MAE scores improve at 24 and 
48 h. This may be reflecting stronger afternoon winds. 
Note that bias scores are generally positive , which in­
dicates modeled winds are almost always clockwise 
from observed, which may be because the model con­
sistently predicts stronger wind (the stronger Coriolis 
effect associated with stronger winds results in a greater 
deAection from perpendicular to the pressure gradie nt). 
The 4-km results show consis tently lower bias scores 
than the other two domains. This is shown graphically 
in Fig. IS. 

Table 9 shows the percentage of time each model 
resolution performs best and worst on MAE scores for 
wind direction. The 4-km runs were best over one-half 
of the time and 36-km runs worst over one-half of the 
time, indicating that increased resolution improves wind 
direction predictions. 

Figure 16 shows the spatial distribution of MAE 
scores for wind direction at 4-km spatial resolution. In 
general the MAE scores are fairly large, ranging from 
near 40° to as much as 98°. The highest scores occur 
over the complex terrain of the Clearwater Mountains 

TABLE 8. Differe nces in wind direction (0) between modeled minus observed for mea n absolute error (MAE), root-mean-square error 
(rmse). and mean error (b ias). 

MA E Rm se Bi as 
Forecast Local 

hour time 36 km 12 km 4 km 36 k m 12 km 4 km 36 km 12 km 4 km 

6 h 0000 79 77 70 93 91 86 - 12 - 8 - 7 
12 h 0600 77 73 53 91 89 69 28 12 0 
18 h 1200 88 82 75 JOO 95 90 54 59 28 
24 h 1800 70 67 63 86 83 8 1 44 41 30 
30 h 0000 76 75 72 9 1 88 87 J7 15 -I 

36 h 0600 78 73 58 94 90 75 32 14 I 
42 h 1200 86 82 71 98 95 86 66 73 40 
48 h 1800 68 65 66 84 80 82 47 46 35 
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FIG. 15. Bias of modeled minus o bser ved w ind direc tion for 36­
(solid black line), 12- (solid gray line), and 4-km (dolled line) re s ­
olutions. 

in Idaho. The lowest score at Mullen Pass (KMLP) also 
occurs in an area of rugged terrain, but in a more ex-, 
posed high-elevation location. 

8. Discussion 

The only significant improvement in predictive skill 
as the model resolution increases from 36 to 4 km was 
observed in wind direction. This shows that the influ­
ence of terrain on turning wind is clearly captured by 
the model. Predicted values of temperature , relative hu­
midity, and wind speed did not improve significantly as 
the model resolution increased. However, comparison 
of MAE scores showed that the 4-km resolution is most 
likely to have the most accurate prediction for all pa­
rameters though it is also most likely to have the worst 
score for temperature. The 36-km resolution is most 
likely to have the worst MAE score for relative humid­
ity, wind speed, and wind direction. 

Because land use affects soil moisture initializations 
and surface roughness, and thus energy fluxes, we in­
vestigated the representation of land use as a possible 
reason for lack of increasing skill with resolution. Figure 
17 shows the MM5 land-u se categories within the study 
area at the 4-, 12- , and 36-km resolutions. The area is 
dominated by categories of grassland (orange) and ev­
ergreen needle-leaf (dark green) at aJl scales. While de­
tail improves with increasing spatial resolution, causing 
overall spatial patterns in predicted values to improve, 
the land-use categories at observation locations, where 
model comparisons are made, change little with increas­
ing resolution. In some places the model uses land cover 
types that are incorrect (e.g., grassland instead of forest), 
but for the most part the land cover types in the model 
are consistent with what is known about the area. Some 
isolated instances of improved model skill where land 
cover type becomes more representati ve with increased 
resolution were noted. 

The configuration of MM5 for this case study as­
signed a value of soil moisture that represents the sea­
sonal average for each cover type, which is a common 
procedure for real-time s imulations. Because soil mois­
ture conditions during the 2000 fire season were much 
drier than normal , we believe this approximation to be 
a source of error. In a cursory study in Florida, we found 

T A BLE 9. Pe rce nt of time MA E sco re s showed bes t and worst 
pe rfo rmance for wind direction a t each horizontal resoluti o n of the 
mode l. 

36 k.rn 12 km 4 km 

Best 20.4 26.3 53 .3 

Worst 55.3 19.7 27.0 


that adjusting the seasonal-averaged values with a daily 
drought index greatly improved values of relative hu­
midity at the surface. Other values, primarily wind 
speed , were degraded . Lower moisture content led to 
surface heating, which in turn increased the strength of 
the thermal circulations, which added to the strong wind 
bias. This suggests that inclusion of more realistic soil 
moisture schemes could improve the overall simulation. 

The influence of terrain on shading is not considered 
in the s imulation. While invoking terrain shading at 
coarse spatial resolutions is not common , the deep relief 
of the study region and its influence on incidence of 
solar radiation may affect temperature and relative hu­
midity in ways that are not captured by the model. The 
NFDRS, however, does account for slope in its calcu­
lations of burning indices. Therefore, we expect that 
some of the errors found in MM5 's ground-level fields 
may be compensated for in the NFDRS calculations that 
will be evaluated in the ne xt phase of this project. 

9. Conclusions 

These preliminary results from a case study of the 
2000 fi re season have shown some valuable application 
to fire danger prediction. While standard point-by-point 
analysis was used for this study, we believe that errors 
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FIG. 16. MAE in w ind direction by s tation averaged over all 
ve rification time s teps for 4-km do ma in . Contour interva l is 10°. 
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are within a quadrant (90°), especially when predicted 
at 4-km spatial resolution , which is within an acceptable 
range for fire weather forecasting. 

Accuracy of model-predicted values did not improve 
significantly as model resolution increased, except for 
wind direction. Because terrain and land- use categories 
are two values that change as resolution increases, we 
speculated on their influence. While land-use categories 
are generally reasonable, their increasing spatial reso­
lution does not appear to affect model-derived values 
at selected points. Improving the soil moisture assigned 
to each land-use category, however, could improve mod­
el results. The effect of shading by terrain also may be 
considered a model improvement in mou ntainous re­
gions. ' 

The MMS is being employed in a number of geo­
graphic areas around the United States to support fire 
weather forecasting. Forecas ters who know how to in­
terpret spa tial patterns and trends have found MMS to 
be significantly more accurate than other guidance tools. 
Because the model output is now being coupled with 
fire danger and fire sp read models, however, its point­
by-point accuracy during fire season has become im­
portant. While we found errors in the model output , 
traditional point verification alone does not fully as sess 
the usefulness of the model for fire danger prediction. 
Our next step is to determine whether the fire danger 
and fire spread model s can compensate for some of the 
coarseness or inaccuracies that were found. 
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